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Background & Motivations

ØNeural Dynamics in Spiking Neural Networks

u How to handle the output of SNNs? 

u How to Design Optimization Objectives? 

u How to optimize the dynamics of SNNs? 

Are the neural dynamics of SNNs good enough? 

ü Learnable Initial Membrane Potential (IMP).

ü Last Time Step  (LTS) Method for Static Task.

ü Smoothed Temporal Efficient Training (TET-S).

Ø Challenges Ø Solutions



Analysis & Solutions

ØMembrane Dynamics Related to Initial Membrane Potential

Adjusting synaptic weights

Ø Learnable Initial Membrane Potential
Adjusting Initial Membrane Potential

Constant IMP

Learnable IMP



Analysis & Solutions 

ØPerformance of TET and SDT ØVanilla TET Method 

Ø LTS Method & Smoothed TET ØNeural Dynamics Evolution in Static Tasks



Experiments

ØAblation Studies

ØNeuromorphic TaskØConvergence Speed



ØContributions

ØExecution Speed

Experiments & Conclusion

Ø Static Task (ImageNet-1k)

ü First implementation of learnable IMP with 
almost no extra computational consumption.

ü Propose two learning method, LTS and TET, 
for static and neuromorphic task, respectively.

ü Achieve SOTA on neuromorphic tasks and 
significantly improved on static tasks.



Thank You for Listening
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