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Problem Definition

Observational dataset X 

(discrete variable)
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Latent structure

Is it possible to find latent variable Li and their causal relations only from 

discrete measured variables Xi?

Discovery



Discrete Latent Structure Model 

with Three-Pure Children (3PLSM)

• Purity Assumption: there is no direct edges 

between the observed variables

• Three-Pure Child Variable Assumption: each 

latent variable has at least three pure variables 

as children

• Sufficient Observation Assumption: The 

cardinality of observed variables support is 

larger than the cardinality of any latent 

variables support.

How to identify the causal structure among latent variables, in a  statistically 

efficient and robust manner?

Discrete Latent Structure Model:

- Measurement Model: red edges

- Structure Model: blue edges



Identifiability Condition for Discrete 3PLSM

Identifiability results of discrete latent structure model, i.e., the measurement model is 

full identifiable, and the structure model is identified up to a Markov equivalent class

Causal Assumptions: 

(1) Markov assumption、Faithfulness assumption.

Full Rank Assumption: 

(2) For any conditional probability ℙ(X|PaX), the corresponding 

contingency table is full rank



Tensor Rank Condition for Discrete Causal Models

Graphical Criteria

Example



Algorithm for Estimating Discrete 3PLSM

o Step I: Identify Causal Cluster

• Find causal clusters from the observed variable set by Tensor 

Rank Condition

o Step II: Identify Causal Structure among Latent Variables

• Identify the d-separation relations among latent variables by 

Tensor Rank Condition

Ground truth

Measurement model Structure model



Algorithm for Estimating Discrete 3PLSM

Ground truth

Rank ℙ 𝑋7, 𝑋8, 𝑋9, 𝑋2 = |supp 𝐿3 |,

since 𝐿3 d-separates all variables in {𝑋7, 𝑋8, 𝑋9, 𝑋2} 

For example, 

𝑋1 𝑋2 𝑋3

𝑋4 𝑋5 𝑋6 𝑋7 𝑋8 𝑋9

𝑋10 𝑋11 𝑋12

o Step I: Identify Causal Cluster

➢ Find causal clusters from the observed variable set by 

Tensor Rank Condition

o Step II: Identify Causal Structure among Latent Variables

• Identify the d-separation relations among latent variables 

by Tensor Rank Condition



Algorithm for Estimating Discrete 3PLSM

o Step I: Identify Causal Cluster

• Find causal clusters from the observed variable set by 

Tensor Rank Condition

o Step II: Identify Causal Structure among Latent Variables

➢ Identify the d-separation relations among latent variables 

by Tensor Rank Condition

Ground truth

Rank ℙ 𝑋4, 𝑋7, 𝑋1, 𝑋2 = |supp 𝐿1 |,

since 𝐿1 d-separates 𝐿2 from 𝐿3 

For example, 



Algorithm for Estimating Discrete 3PLSM

o Step I: Identify Causal Cluster

• Find causal clusters from the observed variable set by 

Tensor Rank Condition

o Step II: Identify Causal Structure among Latent Variables

• Identify the d-separation relations among latent variables 

by Tensor Rank Condition

Ground truth

Output of our algorithm

The latent structure is identified up to a Markov equivalent class!



Identifiability Results

o Theorem (Identification of Measurement Model). In the discrete 

3PLSM model, suppose Assumption 2.2 ~ Assumption 2.4 hold. The 

measurement model is fully identifiable by Algorithm 1.

o Theorem (Identification of Structure Model). In the discrete 3PLSM, 

suppose Assumption 2.2 ~ Assumption 2.4 hold. Given the measurement 

model, the causal structure over the latent variable is identified up to a 

Markov equivalent class by the PC-TENSOR-RANK algorithm.



Experimental Results

• Setup: different measurement 

model (MM) and different 

structure model (SM)

• Can we recover the ground-truth 

structure, including the 

measurement model and the 

structure model?



Conclusions and Future work

• Establish a connection between the tensor rank condition and the graphical patterns

• Provide the simple but efficient algorithm for learning discrete latent structure model

• Future work: hierarchical structure, impure structure condition…
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