
HYDRA-FL: Hybrid Knowledge Distillation 
for Robust and Accurate Federated Learning

NeurIPS 2024

1

Momin Ahmad Khan    Yasra Chandio    Fatima Muhammad Anwar
University of Massachusetts Amherst



Data Heterogeneity in FL
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Case Study
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Knowledge Distillation in FL
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Impact of Data Heterogeneity
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Attack Amplification

KD

KD
po

is
on

ed
 g

lo
ba

l m
od

el

benign reference model

FL with KD in a malicious setting

6



Attack Amplification
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Our Solution: HYDRA-FL
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Quantitative Analysis
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Qualitative Analysis
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