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Introduction

In this worl, we achieve high‐fidelity 3D reconstruction by aligning single‐view im‐
ages to a shared 2D‐3D latent space, then decoding them into 3D shapes, ad‐
dresses camera distortions caused by lack of explicit 3D prior.
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(a) Illustration of the inference pipeline

(b) Result of different training scheme
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Motivation

Image‐Point‐Cloud Alignment Recent large‐scale reconstruction models rely on
volumetric rendering for supervision, which lacks explicit 3D information and
leads to geometric distortions. We propose an image‐point‐cloud alignment
model to address these distortions and improve reconstruction quality.
Independent Diffusion Processes Treating the tri‐plane as three independent
feature maps, we introduce three separate diffusion networks to align them
with 3D point cloud features, enhancing feature alignment accuracy and
effectiveness.
A Novel Reconstruction Pipeline Our diffusion‐based module aligns 3D point
cloud features and 2D image features into a unified latent space, enabling
high‐fidelity 3D reconstruction.

Contribution

Our main contributions are summarized below:

An effective model for 3D mesh reconstruction from a single image using
point cloud priors. LAM3D enables precise tri‐plane feature transformation,
significantly enhancing 3D mesh quality and accuracy.
An independent diffusion processes that transmit image features to each
respective tri‐plane for accurate 3D mesh reconstruction.
Extensive experiments demonstrate that our method achieves
state‐of‐the‐art results across multiple 3D shape reconstruction benchmarks.

Image Point Cloud Alignment

Our method contains two training stage. Stage 1: we train an encoder‐decoder structure to compress point clouds to a latent
tri‐plane representation; Stage 2: we employ diffusion to align image modality to latent tri‐planes obtained in stage 1. The
diffusion step takes an initial noise and an image feature from a freezed DINO feature encoder and progressively align the
image feature to the latent tri‐plane. Inference: To reconstruct a 3D mesh from a single‐view image, we use the alignment
step, following the decoder (Plane Decoder, Plane Refiner) from the compression step, to predict a tri‐plane. Then, we can use
marching cubes to extract 3D meshes from the reconstructed tri‐plane.
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Figure 1. The Pipeline of LAM3D.

Loss Functions

Stage 1: Compression

Lcomp = Lsdf + Lnormal + Llsdf + LKL

Stage 2: Alignment

Lalign = ||Ψ(zt, zimg, γ(t)) − z0||2

where

Lsdf = λ1
∑
p∈Ω0

||ΦP (p)|| + λ2
∑
p∈Ω

||ΦP (p) − dp|| Lnormal = λ3
∑
p∈Ω0

||∇pΦP (p) − np||

Llsdf = λ4
∑
p∈Ω0

||Φt(p)|| + λ5
∑
p∈Ω

||Φt(p) − dp||.

Experiments

In
pu

t
Im

ag
e

LR
M

C
RM

O
ne

-2
-3
-4
5

O
ur
s

In
pu

t
Im

ag
e

LR
M

C
RM

O
ne

-2
-3
-4
5

O
ur
s

Figure 2. Rendered images of shapes reconstructed by various methods from single images. The
upper samples are from Objaverse and the lowers are from Google Scanned Objects.
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Figure 3. Qualitative comparisons of different latent representations.
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