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Chance-Constrained MDPs

Maximize

Subject to

Time

Safe in future horizon with a required probability



Research Questions

Regarding the optimal policy for CCMDPs

⚫ RQ1: How can we define and characterize the optimal policy?

⚫ RQ2: How can we use the existing safe RL algorithms to 
effectively approximate the optimal policy



Stochastic Policy
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Flipping-based Policy
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Take an action as 
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Flipping-based policy 

can achieve optimality

RQ1’s Answer: Thm. 2 

Two candidate actions

One flipping probability



Conservative Approximation

Expected 
Cumulative 

Safety Constraint

Joint Chance 
Constraint

Subject to

• Conservative Approximation: Thm. 5

• Flipping-based policy can also achieve optimality: Thm. 4

Intractable

CPO, PCPO, 

CUP, P3O, ……
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Train Flipping-based Policy 

Step 1. Construct the sample set of risk levels

Step 2. Optimize a policy parameter     , by solving

Step 3. Solve a linear program to obtain parameters                                     for flipping-based policy

Optimal solution has 
two non-zero element



Implement Flipping-based Policy

Observe a state Randomly generate a number

Randomly generate action       according to the value of 

If If 



Numerical Example

Improve average reward through the linear combination of risks

• Intuitive example of trajectory planning and control



Experimental Validation
• Enhance existing safe RL algorithms (e.g., CPO, PCPO)

• Increase the expected reward under the required level of risk 



Experimental Validation

• Expected cumulative safety (average cost) v.s. violation probability



Thanks for your kind attention!
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