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Self-supervised Learning of Visual Representation
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Transformation (Augmentation) Invariant Representation
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Transformation invariant representation

Invariant learning

Chen, Ting, et al. "A simple framework for contrastive learning of visual representations." International conference on machine learning. PMLR, 2020.

: dissimilarity metric (e.g. InfoNCE loss): encoder

: image : group of transformation



Transformation Sensitive Information Matters
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Color Information

in Flower Classification

HFlip
Directional Information

in Autonomous Driving
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Transformation Equivariant Representation
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Transformation equivariant representation

Equivariant learning (with transformation label)
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Limitation of Transformation Label
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Complex Transformation

with Unknown Structure

AugMix like augmentation,

Complex combination, etc.

AugMix

(ICLR 2020)

Imperfect

Transformation Label

hyperparamters of augmentations



Transformation Representation
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Equivariant learning with transformation label

explicit

transformation label

Pairs of representations of original image and transformed image

implicit

transformation representation



Equivariant Learning without Transformation Label
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Equivariant learning with transformation label

Equivariant learning without transformation representation

prevent trivial solution



Self-supervised Transformation Learning (STL)
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Image invariant transformation representation

Image invariant (transformation representation) learning



Aligned Transformed Batch

10

Batch size of image = Batch size of transformation



Transformation Equivariant Learning with STL
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Dissimilarity metric as 

Overall Objective



Overall Framework of STL
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Image Representation Evaluation (Out-domain)
How generalized the learned representation is
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Image Representation Evaluation (In-domain)
Whether the learned representation causes trade-offs in the in-domain
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Image Representation Evaluation (Object Detection)
How generalized the learned representation is
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Transformation Representation Evaluation (Quantitative)
How the learned equivariant representation reflects the actual transformation
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Transformation Representation Evaluation (Qualitative)
How the learned transformation representation reflects the actual transformation
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UMAP Visualization

of transformation representations 

by type

UMAP Visualization

of transformation representations

by intensity

Inter-relationship of transformations Intra-relationship of transformations



Equivariant Transformation Evaluation
How the equivariant transformation reflects the actual trans. in the repr. space
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Prediction Retrieval Error (PRE)
The differences b/w the parameters of the equi. trans. and the closest actual trans.

Mean Reciprocal Rank (MRR)
The avg. reciprocal rank of the actual transformed repr. among the closest retrieved reprs.

Hit Rate at k (H@k)
The proportion of cases where the actual transformed repr ranks within the top k.

UMAP Visualization of functional weights



Ablation Study for Modules
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Ablation Study for Transformations (Augmentation)
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Ablation Study for Base Invariant Learning Models
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Thank You

https://github.com/jaemyung-u/stl


