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representation learning with CLIP

contrastive learning with InfoNCE…

…maximizes the information between modalities



what if you have more than two modalities?

video

robotics

healthcare

multimodal fusion models?
requires specialized architectures, increases operational complexity, 
loses modality-specific representations
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pairwise CLIP?

ImageBind

…could this work?



a simple task for pairwise CLIP

The task is to find the  that corresponds to a given  and .b a c

, ,  are jointly dependent…a b c

…but pairwise independent

CLIP performs no better than random chance!

There’s nothing for CLIP to learn!

• is as simple as CLIP 

• learns architecture-agnostic and modality-specific representations 

• captures higher-order information between any number of modalities

For multimodal representation learning, we need an objective that…



Symile targets total correlation



Symile
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# https://github.com/rajesh-lab/symile 

pip install symile



revisiting that XOR experiment

Task is to find the  that corresponds to a given  and . b a c



Symile-M3: a new multimodal dataset

Zero-shot predictionData generation

Q
U

E
R

Y
C

A
N

D
ID

AT
E

S

балет_apple 
_हाथी_στυλό 

_無常

ATI1⟨ ⟩ …ATI2⟨ ⟩ ATI3⟨ ⟩ ATIN⟨ ⟩

I1 …

A

T

I2 I3 IN

“We can’t. 
We’re 

waiting for 
Godot.”

IMAGE 
ENCODER

TEXT 
ENCODER

AUDIO 
ENCODER

балет_apple_हाथी_στυλό_無常

IMAGE of APPLE

“Mrs. Dalloway said 
she would buy the 
flowers herself.”

TEXT includes APPLE in ENGLISH

AUDIO in ENGLISH



Symile-M3: a new multimodal dataset
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Symile-M3: a new multimodal dataset



but wait, there’s more!

Check out our paper for more methodological and 
experimental contributions: 

• Efficient negative sampling strategies 

• Learning sufficient statistics with Symile 

• Experimental results on a new multimodal clinical 
dataset (see right)

https://arxiv.org/abs/2411.01053 
https://github.com/rajesh-lab/symile


