
Leveraging Hallucinations to Reduce 
Manual Prompt Dependency in 
Promptable Segmentation

Jian Hu, Jiayi Lin, Junchi Yan, Shaogang Gong

Queen Mary University of London, Shanghai Jiao Tong University

Project page: https://lwpyh.github.io/ProMaC/

1



Background

• In SAM, manual point and scribble prompts suffer from ambiguity in 
interpreting targets and is sensitive to minor spatial variations. 
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Segmentation results using different prompts in SAM with various approaches.

generic promptsinstance-specific prompts

[1] Hu J, Lin J, Gong S, et al. Relax Image-Specific Prompt Requirement in SAM: A Single Generic Prompt for 

Segmenting Camouflaged Objects[C]//Proceedings of the AAAI Conference on Artificial Intelligence. 2024, 38(11): 

12511-12518.



Limitation of current promptable segmentation

• Segment Anything Model (SAM) 
• Learning from 1.1 billion prompt-mask pairs

• Better generalization ability

• Relies on Manual Instance-Specific Prompt
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[1] Kirillov, Alexander, et al. Segment anything. arXiv:2304.02643 (2023).

[2] Hu J, Lin J, Gong S, et al. Relax Image-Specific Prompt Requirement in SAM: A Single Generic Prompt for Segmenting 

Camouflaged Objects[C]//Proceedings of the AAAI Conference on Artificial Intelligence. 2024, 38(11): 12511-12518.

• GenSAM 
• Only need one task-generic prompt for each task
• Can be generalized to more tasks
• Generated instance-specific prompts are inaccurate 



Motivation
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(a) During MLLM pretraining, leopards 

often co-occur with grass. If the lion is 

masked, the model incorrectly identifies 

it as a leopard based on the grass. 

(b) Directly inputting the image into MLLM causes the hidden caterpillar being 

incorrectly predicted as a leaf. Splitting the image results in interested objects 

being incomplete or absent, prompting MLLM to induce hallucinations and 

utilize prior knowledge to predict potential task-related objects within the image. 

Our visual contrastive reasoning eliminates the hallucinations and validates the 

gathered predictions, aiding in the accurate identification of the caterpillar.



Key idea
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An overview of ProMac: Masks created iteratively by the mask generator guide the prompt 

generator to jointly improve instance-specific prompts and visual masking in segmentation. 



Framework of ProMaC
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Experiments
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Experiments
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Visualization
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Ablation studies
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Summary

• We explore how to utilize hallucinations as prior knowledge to assist 
task-generic promptable segmentation.

• We applied our approach in camouflaged animal detection, medical 
image segmentation, transparent object detection tasks, achieving 
promising results.
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Code link: https://github.com/lwpyh/ProMaC_code



Thank you!
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