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Motivation

• Safe RL:  𝑚𝑎𝑥!𝔼 Σ"#$% 𝛾"𝑅" s.t. 𝔼 Σ"#$% 𝛾"𝐶&," ≤ 𝑑&/(1 − 𝛾).
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Motivation

• A risk-constrained RL (RCRL) problem:
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max! 𝐽( 𝜋 s.t. ℛ& 𝐶&! ≤ 𝑑& ∀&, where ℛ& is a risk measure.

• Due to the nonlinearity of risk measures, it is challenging to develop a safe 
RL algorithm that guarantees convergence to an optimal policy.

⟹ Propose a bilevel optimization framework for risk-constrained RL  using the 
duality of spectral risk and show convergence guarantees in tabular settings.



Spectral Risk Measure
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• Definition:

• Example:

ℛ) 𝑋 ≔ ∫$
*𝐹+,* 𝑢 𝜎 𝑢 𝑑𝑢, 

where 𝜎 (spectrum) is an increasing function, 𝜎 ≥ 0, and ∫$
* 𝜎 𝑢 𝑑𝑢 = 1.

Conditional value at risk (CVaR): 𝜎 𝑢 = 𝟏-.//(1 − 𝛼).



Spectral Risk Measure

• Definition:

• Dual form expression:
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ℛ) 𝑋 ≔ ∫$
*𝐹+,* 𝑢 𝜎 𝑢 𝑑𝑢, 

where 𝜎 (spectrum) is an increasing function, 𝜎 ≥ 0, and ∫$
* 𝜎 𝑢 𝑑𝑢 = 1.

ℛ) 𝑋 = inf0 𝔼 𝑔 𝑋 + ∫$
*𝑔∗(𝜎 𝑢 )𝑑𝑢 =:ℛ)

0 𝑋 , 
where 𝑔 is an increasing convex function, 

𝑔∗ 𝑦 ≔ inf2𝑥𝑦 − 𝑔(𝑥) is the convex conjugate of 𝑔,
and ℛ)

0 𝑋 is a sub-risk measure.



Bilevel Optimization Framework

• Reformulation of the RCRL problem:
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⟹ sup0!,…,0" max! 𝐽( 𝜋 s.t. ℛ)#
0# 𝐶&! ≤ 𝑑& ∀&.

Inner problem

Outer problem

max! 𝐽( 𝜋 s.t. ℛ)# 𝐶&
! ≤ 𝑑& ∀&.



Experimental Results

• Legged robot locomotion tasks:
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Quadrupedal (Laikago) Bipedal (Cassie)



Experimental Results

Dohyeong	Kim 8

WCSAC-DSRCPO (Proposed)



Experimental Results

Dohyeong	Kim 9

WCSAC-DSRCPO (Proposed)



Experimental Results
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Thank you for listening!
If you have any questions, 
please contact to dohyeong.kim@rllab.snu.ac.kr.
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