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Introduction
Training LLM Model Families

• Model providers often train a family of LLMs, where each model targets a specific deployment scale/size

7B, 8x7B, 8x22B, Small, Medium, Large                                 LLaMa-3.1 8B, 70B, 405B

• Each model in the family is trained from scratch – expensive in compute, data, memory, etc.

“Can we train one big model, and obtain smaller, more accurate models from it through
a combination of weight pruning and retraining,

while only using a small fraction of the original training data?”
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Minitron Performance Preview
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System Overview
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Importance Estimation & Ranking

• Activation-based importance of each neuron, head, layer, and embedding channel

• Pass a small calibration dataset (1024 samples) through the network, and obtain rankings for all axes
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Retraining with Distillation
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Structured Compression Best Practices
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Minitron 8B and 4B Accuracy
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Minitron vs. Other Compressed Models
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Minitron Resources

Poster Session: Fri 13 Dec 11 a.m. — 2 p.m. PST

NeurIPS Poster Page

Minitron Website

HuggingFace Models

https://neurips.cc/virtual/2024/paper_metadata_from_author/96308
https://github.com/NVlabs/Minitron
https://huggingface.co/collections/nvidia/minitron-669ac727dc9c86e6ab7f0f3e
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