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Conclusions

• We propose a context and geometry aware voxel transformer (CGVT) to improve the performance 

of semantic scene completion.

• We introduce a simple yet effective depth refinement block to enhance the accuracy of estimated 

depth probability with only introducing minimal computational burden

• We devise a 3D local and global encoder (LGE) to strengthen the semantic and geometric 

discriminability of the 3D volume.

• Benefiting from the aforementioned modules, our CGFormer attains state-of-the-art results with a 

mIoU of 16.63 and an IoU of 44.41 on SemanticKITTI, as well as a mIoU of 20.05 and an IoU of 

48.07 on SSCBench-KITTI-360.
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