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Image-to-Text Model

• Image-to-text models, referring to generating descriptive and accurate textual descriptions of images, have 

received increasing attention in various applications.

• Despite the remarkable progress, they are vulnerable to deliberate attacks, giving rise to concerns about the 

reliability and trustworthiness of these models in real-world scenarios.
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White-box Attack

Gray-box Attack

Black-box Attack 

• Attackers have full access to the image-to-text model's 

architecture, parameters, gradients, and output probabilities

• Attackers have access to the architecture, parameters, and 

gradients of the image encoder in the image-to-text model

• Attackers have no access to the model's internal information 

and can only observe the model's output text.

Background

Why are black-box targeted attacks the most practical and difficult?
➢ attackers have minimal information, with only the output text available 

➢ the goal is not only to mislead the model into producing incorrect text but also to output specific text designated by the at tacker
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Why is it necessary to develop a black-box targeted attack against image-to-text models?

Gray-box attacks on image-to-text models have been overlooked by AI service providers due to the unavailability of 

model internals and the limitations imposed by semantic loss. However, our research reveals that attackers can effectively 

control the output with just the model's output text, highlighting the need for more secure image-to-text models.
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Black-box targeted attack can be formulated 

as a large-scale optimization problem

• Decision variables：each pixel of the input image

• Constraint：the grayscale value of each pixel does 

not exceed a certain threshold 𝜀

• Individual：An input image with perturbed pixel 

points

• Population：A collection of input images with 

various perturbations. 

• Optimization objective： To select individuals with 

output text that is more similar to the target text
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However, directly applying evolutionary algorithms to 

solve this large-scale optimization problem could suffer 

from low search efficiency, due to the numerous pixels 

and their wide range of values 

Challenges:
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Framework of Our Method AAA (Ask, Attend, Attack)

To enhance the search efficiency of evolutionary algorithms in image-to-text model black-box targeted attacks, we propose 

a three-step framework: Ask, Attend, Attack
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• Ask: 

Search a target semantic dictionary that aligns with 

the attacker's intended semantics, enabling the 

attacker to craft target texts that are more easily 

searchable

• Attend: 

Reduce the decision variable range for areas of the 

input image with low relevance to the target text, 

thereby reducing the search space and improving 

search efficiency

• Attack: 

Based on the target text and reduced search space 

obtained from the previous steps, we employ 

differential evolution algorithms to find adversarial 

images that output text most similar to the target text

target semantics
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Performance comparison (%) of different attack methods

• Our proposed method AAA demonstrates superior attack performance in black-box scenarios compared to the existing 

methods in their native gray-box settings

• Ablation experiment shows that losing any module will decrease our attack performance
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Performance of adversarial image attacks varies with perturbation size ϵ

• Bigger perturbation causes worse concealment and better attack performance; too small perturbation causes attack failure

• Figure (f) and (j) show that the existing methods have a semantic loss that limits their attack performance

• AAA does not have semantic loss, so AAA does a better targeted attack than the existing gray-box method
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Qualitative Experiments of the Attend Module

• As shown in Figure (a) and (b), the inclusion of Attend module expedites and enhances the convergence of the population, 

with an equivalent perturbation size

• As shown in Figure (d) and (e), Attend module exhibits more effective concealment in adversarial perturbations, 

maintaining the same level of attack performance
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Conclusion
• In our research, we introduce a novel and practical approach for adversarial attacks on image-to text models. We 

propose the Ask, Attend, Attack framework, a decision-based black-box attack method that achieves targeted attacks 

without semantic loss, even with access limited to the target model’s output text.

Limitation
• Low optimization efficiency

• High number of queries

Future work
• In our future work, we will explore how our framework AAA can be combined with the current state-of-the-art 

evolutionary algorithms, which have the fastest convergence efficiency, to mitigate the limitations mentioned above



Thank you for your attention.
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