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Introduction
● Given a dataset of samples taken from an unknown distribution q(x)

● Generate different samples from the same distribution q(x).

● The target is to learn the data distribution q(x)



Denoising Diffusion Probabilistic Models

● Construct a Markovian diffusion process

● The goal is to learn the distribution of the backward process

Forward Process: Backward Process:

● Although DDPM have shown great generation results, they have two major issues
→ Long inference runtime (1000 denoising steps).

→ Large and uninterpretable latent space.



UDPM: Upsampling Diffusion Probabilistic Models

● Construct a diffusion process

Forward Process:

● Training objective

Backward Process:

● In practice 



UDPM: Upsampling Diffusion Probabilistic Models

● Similar to DDPM, we would like to choose H such that

● Satisfied when the following Lemma holds

● Using Bayes



UDPM - Overview



UDPM - Results

Table 1: FID scores on the CIFAR10 
dataset. UDPM uses 3 steps, which are 
equivalent in terms of complexity to 
30% of a single denoising step used in 
typical diffusion models like DDPM or 
EDM.



UDPM - Ablation Studies
● Latent space interpolation



UDPM - Ablation Studies

● Single diffusion step perturbation
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