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Background

Whole Slide Image 

≈100,000 X 100,000 pix

Fully supervised 

methods

Multi-Instance 

Learning methods

fine-grained annotation 

is expensive

wide staining variations, multiple cancer types, and rare diseases

limited number of WSIs

how to avoid expensive fine-grained annotations while fully utilizing limited WSIs

Huge size
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Challenge

Strong supervision but discard a 
large number of unlabeled patches.

Lacks strong supervisory signals, 
resulting in low accuracy

cannot simultaneously utilize strong supervision from patch labels and the 

remaining unlabeled patches, lacking sufficient mining of available WSIs.

(a)
Instance 
few shot

(b)
Bag 

few shot

Few-shot Learning for WSI Classification
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Method

Annotation Strategy Classification Framework

➢ propose a novel few-shot learning paradigm for WSI classification.

➢ propose an efficient dual-level WSI annotation strategy, which can provide patch-level supervisory
information at a cost close to that of slide-level annotation.

➢ propose a learnable cache model based on the foundation model, which fully utilizes both annotated
and unannotated patches.

Main contributions:
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Results

Results on CAMELYON16 dataset
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Results

Results on TCGA-RENAL dataset
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Results

Different annotation ratio

TCGA-RENALCAMELYON16 7



Results

Comparison of cache branch and prior branch
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