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Introduction
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Motivation
• Vision Transformers (ViTs) excel in SR tasks but face high costs. 

• Low bit post-training quantization (PTQ) reduces memory and computation. 

• The deterioration of self-attention in quantized transformers limit its application. 

• We propose 2DQuant, a novel PTQ for ViT in SR.
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Method-Overview
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Overall
• The overall pipeline of our proposed 2DQuant.
• The whole pipeline can be divided into two parts: DOBI (left) and DQC (right).



Method-Observation
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Observation
• The distribution of the activation and weights of ViT present two kind of distribution
• Weight and most of the activation presents normal distribution.
• The attention part presents exponential distribution.
• So asymmetric quantization is necessary for low bit quantization in ViT.



Method-DOBI
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• MSE serve as a strong method to obtain the quantization 

bound.

• The different distribution of weight and activation guide 

us to search the best bound with different strategy.

• For normal distribution, two direction search is easy to 

find the best bound.

• For exponential distribution, the lower bound is fixed as 

the min value and only the upper bound needs searching.



Method-DQC
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DQC
• DOBI targets at local quantization error loss, which is not necessarily consistent with task loss.
• Distillation between the FP model and the quantized model could provide accurate update direction 

for quantizers’ bound.
• Features and final output consititutes the optimization loss.
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Experiments
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Quantitative
• Best performance: Achieves the best results among quantization methods for SR.
• More results can be found in the main paper.



Experiments
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• Our method restores clearer 
images with more texture details.

• The gap between the quant 
model and the FP model is small.

• Quantization alleviates 
overfitting and in some 
condition, quantized model has 
better performance compared 
with FP model.

Compression

Visual

• No additional module brings 
Theoretical minimum 
computation complexity



Experiments
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• Different objectives 
lead to different bounds.

• DQC could bring more 
extreme clipping 
bounds compared with 
DOBI

• The most extreme one 
leaves only 46% data 
in clipping bounds.

Ablation

Bound

• Both DOBI and DQC 
improves the models’ 
performance.



Conclusion
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Contribution

Poster

We propose 2DQuant, a dual-stage low bit post-training quantization method for image SR.

• DOBI: a fast MSE-based searching method to minimize the value heterogenization

• DQC: distillation beteen the FP model and the quantized model bring accurate quantizer parameters.

• Performance: Outperforms SOTA PTQ methods for SR. 
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