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Background

Multimodal models trained on modality-complete samples but tested on modality-missing samples.

Modality-Complete Sample Modality-Missing Sample

What is Missing Modality Inference?
Training Inference

Deteriorate remarkably !!!
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Motivation

Objective: Transfer privileged information of modality-complete representation by 
considering the indeterminacy in the mapping from incompleteness to completeness. 

When partial modalities are missing, the retaining 
information is merely correlated to that of modality-
complete input in a probabilistic sense. 

x!:modality-missing sample    𝑧!∗: modality-complete representation

Information Asymmetry
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Method——Probabilistic Conformal Distillation

n Probability Extremum
• Points closer to the modality-complete representation have high probabilities.
• Points farther away the modality-complete representation have low probabilities.

conformal

Objective Function:

𝑍#: Positive set of modality-complete representations
𝑍$: Negative set of modality-complete representations

G#: Positive set of modality-complete geometric vectors
G$: Negative set of modality-complete geometric vectors

n Geometric Conformality
• The relation of peak points of modeled distributions The relation of modality-complete representations: 

Modeling a distribution to learn the PDF by satisfying two key characteristics:
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Method——Probabilistic Conformal Distillation

n Probability Extremum

n Geometric Conformality

n Overall Loss

n Multimodal Probabilistic Modeling



Page . 6

Experiments
Table 1: Performance under different modality-missing inference condition on

two classification datasets and two segmentation datasets.

Table 2: Ablation Study
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Experiments

Table 3: Performance under different modality-missing inference condition with 
modality-missing training data.
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Conclusion

Ø We propose a Probabilistic Conformal Distillation (PCD) method to handle the missing modality problem，
which transfers privileged information of modality-complete representation by considering the indeterminacy 
in the mapping from incompleteness to completeness.

Ø We parameterize different modality-missing representations as distinct distributions to fit their unknown PDFs 
in the modality-complete space. This is specially realized by considering the probabilities of extreme points 
and ensuring the geometric consistency between peak points of different PDFs and modeled distributions. 

Ø We conduct comprehensive experiments to demonstrate the effectiveness of PCD across a range of modality-
missing scenarios. Extensive comparison on multimodal classification and segmentation tasks consistently 
validate the superior performance of our method compared to the state-of-the-art approaches. 


