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•   Entity alignment (EA) seeks identical entities in different knowledge graphs, which is a long-
standing task in the database research. 

•   Partial entities have no counterparts in the other KG, yet these entities are unlabeled.

•  Previous work relies too much on side information and dangling labels.
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Task definition: Entity alignment with unlabeled dangling cases



•  We investigated the performance degradation of various existing EA methods in the face of the 
dangling problem, which shows that this problem is worth considering. 

•  Our work addressed EA problems without side information and dangling labels for better 
practical application.
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Motivation 
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A New Framework: PU learning as a dangling detection classifier

PU learning

•  We expect to have more choices before performing the second phase EA. Cause calculation 
consumption of training and inference for EA should be avoided when no more potential 
matchable entities exist.

•  Given partial pre-aligned matchable entities as positive samples, how to jointly predict the 
proportion of matchable entities in the unlabeled nodes and identify them?



It depends on accurate class prior estimation!
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Iterative Positive-Unlabeled Learning for Dangling Detection

(Devation in our appendix)

To find dangling entities.                                  To find its class prior estimation.



NeurIPS’24                           Lambda: Learning Matchable Prior For Entity Alignment with Unlabeled Dangling Cases                                                   6

Loss Function

Positive as Positive
×

(Alpha) Positive Class Prior 

Unlabeled as Nagetive
×

Unlabeled Class Prior 

Positive as Nagetive
×

Unlabeled Positive Class Prior 

Just need to find its Positive class prior estimation！
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Algorithm

Description Experiments
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Selective Aggregation with Spectral Contrastive Learning
a. PU learning depends on Classification Discriminative.

b. Entity alignment depends on Entity-to-entity Unified Embedding Space.

We achieve both by Spectral Contrastive Learning and the encoder KEESA 

——(*) Zhiquan Tan, Yifan Zhang, Jingqin Yang, and Yang Yuan. Contrastive learning is spectral clustering on similarity graph, 2023.

a. could be achieved by Spectral Clustering and b. could be achieved by Contrastive Learning 

Contrastive learning is spectral clustering!
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KEESA  (KG Entity Encoder with Selective Aggregation)

a. Adaptive Dangling indicator & Relation Projection Attention.

b. Intra- & Cross-Graph Representation Learning.

Final Embeddings:
encoded by one shared KEESA with below spectral contrastive learning

(Comparison with Dual-AMN in our appendix)
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The Framework contains all above modules
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Experiments:

Metric
2. Dangling-Unaware Comparison1.  Prior Estimation
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Experiments:

Context

3. Dangling-Aware:                      3.1 Dangling Detection                                                           3.2 Entity Alignment 

4. Ablation Study:                                                                   5. Convergence 

6. Efficiency
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