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Are these LLMs really this good?
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(a) In-the-Wilde (b) HarmBench (c) JailbreakBench
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(a) In-the-Wilde (b) HarmBench (c) JailbreakBench

Filtered-out questions are largely unexplored
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(a) In-the-Wilde (b) HarmBench (c) JailbreakBench (d) JAMBench

 Hate and fairness
Content that contains hate speech as propaganda threatening or calling for 

violence against Identity groups, radicalizes, recruits or incites people to join 

extremist efforts or spread hate speech.

 Violence
Content that contains terrorist or violent extremist propaganda and violent ideology 

on the Internet that describes, praises, supports, endorses or glorifies killings as 

part of terroristic activity, aids offers to terrorist organizations or causes. 

 Sexual  Self-harm
Content describing solicitation of sexual commercial services, containing 

detailed descriptions of sexual activity, violent sexual abuse and rape, and non-

consensual power exchanges, abuse, and voyeurism. This also includes content 

that is used to promote, endorse, or glorify extreme or illegal sexual acts.

Content that includes research for advice or provides instructions and methods on 

how to engage in self-harm that leads to death or how to commit suicide as well 

as glorification and endorsement of suicide, or other severe types of self-harm.
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(a) In-the-Wilde (b) HarmBench (c) JailbreakBench (d) JAMBench

 Hate and fairness
Content that contains hate speech as propaganda threatening or calling for 

violence against Identity groups, radicalizes, recruits or incites people to join 

extremist efforts or spread hate speech.

 Violence
Content that contains terrorist or violent extremist propaganda and violent ideology 

on the Internet that describes, praises, supports, endorses or glorifies killings as 

part of terroristic activity, aids offers to terrorist organizations or causes. 

 Sexual  Self-harm
Content describing solicitation of sexual commercial services, containing 

detailed descriptions of sexual activity, violent sexual abuse and rape, and non-

consensual power exchanges, abuse, and voyeurism. This also includes content 

that is used to promote, endorse, or glorify extreme or illegal sexual acts.

Content that includes research for advice or provides instructions and methods on 

how to engage in self-harm that leads to death or how to commit suicide as well 

as glorification and endorsement of suicide, or other severe types of self-harm.

Total 160 manually crafted questions
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We fine-tune toxic-bert on corpus D, aligning its 8-category classifier with the 
moderation guardrail for consistent harmful text scoring.
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Modify the output and lower the harmful score, bypassing the guardrail.

Two main strategies in response (see paper for details):
• In-text Chaos 
• Length Expansion
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Use GUARD to generate jailbreak prefixes that bypass input-level guardrails 
and combine all components into a jailbreak prompt.
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Setup

 Target Models

We evaluated four LLMs: GPT-3.5 (gpt-3.5-turbo-0613), GPT-4 (gpt-4-1106-preview), Gemini and Llama-3-70B-Instruct 

(abbreviated as Llama3).

 Baselines

We compare JAM with GCG attack, ICA, PAIR, CihperChat and GUARD.

 Metrics
(1) Jailbreak Success Rate. (The higher the better)

(2) Filtered-out Rate. (The lower the better)

(3) Perplexity Score. (The lower the better)

 Implementation Details

We fine-tuned toxic-bert using 80 epochs as the shadow model. We initial the length of cipher characters with 20 tokens, and optimize 

for 100 steps using a batch size of 64, top-k of 256. To ensure reliability in our results, we repeated experiments five times and 

reported the average result.
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Effectiveness On JAMBench

Our extensive experiments on 
four LLMs demonstrate that 
JAM achieves higher jailbreak 
success (~×19.88) and lower 
filtered-out rates (~×1/6) than 
baselines.
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Effectiveness On Existing Question Benchmarks

JAM consistently outperforms 
other methods across all 
benchmarks, achieving the 
highest jailbreak success rates 
and the lowest filtered-out rates. 
This pattern not only verifies 
JAM's superior performance 
observed in the JAMBench but 
also underscores its generality 
and robustness across various 
contexts.
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Potential Countermeasures

(1) Output Complexity-Aware Defense
(2) Secondary LLM-based Audit Defense

Compared with existing jailbreak 
defenses, our proposed defense 
can significantly reduce the 
jailbreak success rates to 0% 
across various models and 
categories. This is because the 
output format is easy to detect 
and defend against once the 
responses are well-decoded. 
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