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Among all possible models fitting the training data, which ones are inherently 
generalizable?
1. brute-force memorization
2. Overfitting

Research Question
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Motivation

• Cognitive Science: a common belief in cognitive science is that human 
intelligence development involves distilling information and filtering out 
extraneous details to discern ‘simple’ correlations among a few selected relevant 
abstract variables

• Emergent Language: more structured a language is, the more efficiently it can be 
transmitted to message receivers
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Hypothesis
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Generalizable correlations should be more easily imitable by learners 
compared to spurious correlations. Specifically, assume TG and TS are 
two teacher models that capture the generalizable correlation and 
spurious correlation from a dataset, respectively. We have student 
learners SG and SS that separately imitate TG and TS:
• From an effectiveness perspective, the final training and test losses of 
learner SG after training are typically lower than those of learner SS.
• From an efficiency perspective, during training, the test losses of learner 
SG decrease more rapidly than those of SS.



Hypothesis
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LoT Regularizer
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We define the Learning from Teaching (LoT) Regularizer to metric the 
teachability (imitability) of the teacher network.
By optimizing the regularizer, the teacher is optimized to be  easier to 
imitate and, thus, possesses superior generalization compared to models 
without the LoT regularizer.



Method Overview
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Experiment Results
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 LoT can enhance the generalization on RL methods



Experiment Results
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1. LoT can enhance the generalization on NLP tasks
2. LoT can enhance the generalization of LSTM and Transformers



Experiment Results
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1. LoT can enhance the generalization on CV tasks
2. Strong students can enhance the generalization of weak teachers
3. Weak students can futher enhance the generalization of strong teachers


