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What's More?

• Faster: The time/space computational complexity of current 
statistic are both quadratic computing time.

• More flexible: The kernel can not be adaptive.
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A Frequency Domain Perspective

Example:

Inflexible settings
        result in 
   low test power

We aim to obtain a more flexible 



A Frequency Domain Perspective

Sampling
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Asymptotic Behavior
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Experiments

• Flexible: handle large scale/high-
dimensional settings well.

• Fast: linear-time time/space 
computation complexity.



Conclusions

Thank you for you attention!

The method achieves flexible independence 
testing in linear time (w.r.t sample size).

1. Flexible: The kernel can be adaptive.
2. Fast: linear-time time/space complexity.


