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Current State of Diffusion for RL

Diffusion models are powerful in modeling complex distributions

● As policy: DQL, IDQL, SfBC
● As planner: Diffuser, DD, UniPi
● As world models: Diffusion World Model, PolyGRAD

Diffusion models come with substantial inference cost, where typical sampling 
method requires > 100 Langevin dynamics calls to generate one sample 



MDP Framework

Markov Decision Process:

● State space: 
● Action space: 
● Reward function: 
● Transition:
● Initial state distribution



Fundamental Question

Can we exploit the flexibility of diffusion models with efficient planning and 
exploration for RL while bypassing the sampling cost?



Spectral Representation

We can represent the dynamics using spectral representation:

SVD Factorization of transition matrix:

Linear representation of the Q function:



Energy Based Model to Spectral Representation

Consider transition probability as an EBM:

Algebra manipulation allows us to get: 

Decomposing central term with Random Fourier Feature (RFF):



Diffusion Model connection to Energy Based Model

Consider perturbation on next state:

We get perturbed transition function:

Using score-matching objective:

We get a final objective:



Algorithm 1 - Diff-SR Training

Initialize representation networks        ,noise levels            ,data buffer  

for update step t = 1 to Nrep :

Sample a batch of      transitions 

Sample noise schedules for each transition 

Corrupt the next states

Optimize         via gradient descent by minimizing



Algorithm 2 - Online RL with Diff-SR

Initialize policy   , double Q (critic) network                   ,  , data buffer  

for timestep t = 1 to T:

Sample 

Update data buffer

Train representation  with     by obj. func.

Update critic    by standard TD loss

Update policy     with 



Empirical Performance - Mujoco



Empirical Performance - MetaWorld
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