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Ring (1997). CHILD: A First Step Towards Continual Learning, Machine Learning.
 Sutton (2024). Loss of plasticity in deep continual learning, Nature.

“Continual learning is the constant development of increasingly complex behaviors; 
the process of building more complicated skills on top of those already developed.”

Biological 
intelligence

Machine 
intelligence

“Live and learn”

“Catastrophic forgetting”

Incremental learning, 
Lifelong learning, 

Never ending learning, 
Continual learning
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Plasticity ⬄ ability to adapt to a new task (Learning)

Stability  ⬄ ability to retain the learned skills on the old tasks 
(Anti-forgetting)

Core Challenge

Carpenter (1987). ART 2: Self-organization of stable category recognition codes for analog input patterns, Applied optics.
McCloskey (1989). Catastrophic interference in connectionist networks: the sequential learning problem, Psychol. Learn. Motiv.

French (1999). Catastrophic forgetting in connectionist networks, Trends Cogn. Sci.

Catastrophic Forgetting  (McCloskey, 1989)

Stability vs. Plasticity Dilemma (Carpenter, 1987)

“... the process of learning a new set of patterns suddenly 
and completely erased a network’s knowledge of what it 
had already learned.” (French, 1999) Time
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Examples of Structured VL Concept Reasoning Task
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Contrastive Language-Image Pre-training 
(CLIP) Model

Bootstrapping Language-Image Pre-training 
(BLIP) Model

A. Radford (2021). Learning transferable visual models from natural language supervision, ICML.
Junnan Li (2022). Blip: Bootstrapping language-image pre-training for unified vision-language understanding and generation, ICML.
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Stability vs. Plasticity Dilemma (Carpenter, 1987)

Plasticity ⬄ ability to adapt to a new task (Learning)

Stability ⬄ ability to retain the learned skills on the old tasks 
(Anti-forgetting)
Transferability ⬄ ability to transfer the learned skills on the 
future tasks (Zero-shot Ability)

Anti-
forgetting

Zero-Shot
Ability

Learning

Generalization

In the Era of Foundation Model 

Zero-shot Performance
Learning Performance
Anti-Forgetting Performance

Continual Learning 
Performance Matrix

Time
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Page 7 Empirical Study

A model’s stability in zero-shot predictions can reflect its anti-forgetting capabilities.
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The model �� has consistent upper bounds on the generalization
errors for both previously learned and future tasks.

empirical error of continual tasks discrepancy between task distributions
complexity of the parameter space
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⬄ Anti-ForgettingLearningDilemma:

Zero-Shot Stability

Stability vs. Plasticity Balance  (Carpenter, 1987)

Given task T   , old model          and current model        :

Anti-Forgetting

Optimization Goal:
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⬄Learning ⬄

Our Paradigm

Optimization Goal:

1. Wild data
2. Zero-shot Stability Supervision 

Given task T   , old model          , current model         and wild data           :

Zero-Shot StabilityWin-Win:

Exponential Moving Average (EMA):

Anti-Forgetting
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⬄Learning ⬄

Our Paradigm

1. Wild data
2. Zero-shot Stability Supervision 

Given task T   , old model          , current model         and wild data           :

Zero-Shot StabilityWin-Win:

By systematically stabilizing zero-shot 
predictions during continual learning, 
we can significantly enhance the 
model’s ability to retain historical 
knowledge without compromising the 
acquisition of new information.

Anti-Forgetting



Stabilizing Zero-Shot Prediction: A Novel Antidote to
Forgetting in Continual Vision-Language Tasks

Page 12 Comparison

Comparison of training and inference procedures between traditional and our CL paradigm.

Existing Paradigm:

Our Paradigm:
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    A model’s stability in zero-shot predictions can reflect its anti-forgetting capabilities.
Empirical Finding:

Theoretical Study:
     The model �� has consistent upper bounds on the generalization errors for both 
previously learned and future tasks.

Stability vs. Plasticity Zero-Shot Stability & Plasticity
Wild data

New CL Paradigm:

CL Algorithm-independent
Network Architecture-independent

Foundation Model-independent
Task-independent

Task Boundary-independent
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Thank you！
Email: gaozijian19@nudt.edu.cn

Project Page: https://github.com/Zi-Jian-Gao/
Stabilizing-Zero-Shot-Prediction-ZAF


