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Make Continual Learning Stronger 
via C-Flat

♪: Cb-a pitch that is one semitone lower than C tune. 
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Characterizing generalization from loss landscapes to promote CL leads to CL that are:

• A less-than-stellar performance.

• Not exhaustively explored on loss landscape.

C-Flat (♪)
Motivation

Seeking for flat minima (Sharpness-aware Minimization) has proven to be a strong training regime for 

continual learning.

Our hypothesis

• Featuring a flatter loss landscape upon sequential arriving tasks can overcome forgetting, thereby 

ensure CL stability. 
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Contribution

• We propose Continual Flatness (C-Flat) optimization to Make Continual Learning Stronger . 

• We propose a unified framwork of C-Flat covering divers CL method categories, and prove that 

Flatter is Better in early all cases.

C-Flat (♪)
Challenge

Our hypothesis

• Featuring a flatter loss landscape upon sequential arriving tasks can overcome forgetting, thereby 

ensure CL stability. 

• Boosting 8 SOTA methods

• Covering all sorts of CL
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C-Flat (♪)
Framework

• Continual Flatness with A Flatter Landscape 

Ø Seeking flat minima that lie in neighborhood

Ø Constraining the uniform curvature of the landscape

• A Unified CL Framework using C-Flat

Ø Covering all sort of CL, Reg-based, Mem-based, Exp-based

Ø Revisiting sharpness-aware minimization
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C-Flat (♪)
Make Continual Learning Stronger

Boosting 8 SOTA methods (span all sorts of CL)

Ø Just a line of code

♪: Plug-and-Play
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C-Flat (♪)
Visualization

Flatter is Better

Global

Local
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C-Flat (♪)
More discussions

Zeroth-order Flatness Hessian Eigenvalues and Traces

Across each task Beyond Not-Forgettting
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Thank you for listening.


