


Background

(a) / (b) RAG in NLP / 
CV

(c) RAG in GNNs for 
real-world use cases like 
recommendation or 
fraud detection

 



GNN is propagation 

[1] Pictures are from CS224W: Machine Learning with Graphs.   http://web.stanford.edu/class/cs224w/

Background

How GNN works?



RAGRAPH

The pipeline of RAGRAPH:



RAGRAPH

We extract many toy graphs from the chunks in the resource graph and use some 
augmentation methods to augment the ego graph. We leverage the pre-trained graph 
model to obtain embeddings and logits, serving respectively as key and value.



RAGRAPH
During retrieval, we start from the multidimensional similarity of the semantic, structural, 
environmental, and historical aspects of the graph, and calculate weighted similarity to 
retrieve the topK toy graphs



RAGRAPH
We use inner propagation to propagate the retrieved information to the master node of the toy 
graph, and then use inter propagation to propagate the retrieved information from the master 
node to the center node of the query graph. This process is achieved through the propagation 
of graphs.



RAGRAPH
Next, we use the retrieved embedding through the 
decoder, and combine X and Y with the retrieved 
logits to obtain the final logits, and use the similarity 
comparison function to do subtasks.
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Experiment
• Dataset

Task: Graph/Node Classification, Link Prediction from both Static/Dynamic Level

• Seven real-world Graph datasets:
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Experiment
• Results

RAGraph shows outstanding performance and achieves state-of-the-art scores on almost all metrics 



Related Work



12

Summary

• Key contributions of RAGRAPH:
• First framework to integrate RAG with pre-trained GNNs
• Significant improvement in generalization and task performance without fine-tuning

• Future Work of RAGRAPH:
• Extending retrieval from subgraphs to more complex graph structures
• More RAGraph Methods...
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