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⚫Out-of-distribution detection[1] 

⚫ In-Distribution (InD): data following the training distribution of neural networks

⚫Out-of-Distribution (OoD): data NOT from the training distribution

⚫A bi-classification task: scoring function 𝑆(∙), threshold 𝑠

⚫Evaluation metrics: FPR with a 95% TPR, AUROC

⚫Related work

⚫Base on logits [2], features [3], gradients [4]

⚫Post hoc. v.s. training regularization [5]

[1] Yang, Jingkang, et al. "Generalized out-of-distribution detection: A survey." International Journal of Computer Vision (2024): 1-28.

[2] Weitang Liu, et al. Energy-based out-of-distribution detection. Advances in neural information processing systems, 33:21464–21475, 2020.

[3] Yiyou Sun, et al. Out-of-distribution detection with deep nearest neighbors. In International Conference on Machine Learning, pages 20827–20840. PMLR, 2022.

[4] Rui Huang, et al. On the importance of gradients for detecting distributional shifts in the wild. Advances in Neural Information Processing Systems, 34:677–689, 2021

[5] Hsu, et al. Generalized odin: Detecting out-of-distribution image without learning from out-of-distribution data. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 10951–10960, 2020.
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Background

PCA for Out-of-Distribution Detection

⚫PCA learns a subspace characterizing InD information from the training data (InD)

Projecting new data ෝ𝒙 into the subspace and re-projecting back, we can obtain the 

reconstruction error 𝑒 ෝ𝒙 = ||𝑼𝒒𝑼𝒒
𝑻 ො𝒛 − 𝝁 − ො𝒛 − 𝝁 ||2

⚫An ideal case: InD data with a small 𝑒 ෝ𝒙 ; OoD data with a large 𝑒 ෝ𝒙 . 

⚫Existing works[6]:

⚫Empirically verifying that PCA is insufficient in separating OoD and InD.

⚫No further explorations on the reasons behind. A simple combination with other scores.

[6] Xiaoyuan Guan, et al. Revisit pca-based technique for out-of-distribution detection. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 19431–19439, 2023.
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Motivation

Challenges we face:

⚫ How to find appropriate kernels?

⚫ How to leverage KPCA in large-scale data?

(Storage and computation of the kernel matrix)

Solutions we propose:

⚫ A kernel perspective on the KNN method[8]

⚫ Explicit feature mappings to approximate kernels, 

avoiding computations on the kernel matrix

Considering that PCA is linear, we propose 

⚫ The non-linearity in InD and OoD data hinders 

PCA from learning a suitable subspace.

⚫ Kernel PCA [7] is introduced to leverage the non-

linear kernel to learn a subspace where the 

disparity between InD and OoD gets pronounced.

[7] Bernhard Schölkopf, Alexander Smola, and Klaus-Robert Müller. Kernel principal component analysis. In International conference on artificial neural networks, pages 583–588. Springer, 1997.

[8] Yiyou Sun, et al. Out-of-distribution detection with deep nearest neighbors. In International Conference on Machine Learning, pages 20827–20840. PMLR, 2022.
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Methodology

Non-linear kernel design

⚫ Cosine kernel
⚫ Normalize the imbalanced feature norms

⚫ 𝑘cos 𝒛𝟏, 𝒛𝟐 =
𝒛𝟏
𝑇𝒛𝟐

| 𝒛𝟏 |2∙||𝒛𝟐||2
= 𝜙cos

𝑇 (𝒛𝟏)𝜙cos(𝒛𝟐)

⚫ Cosine-Gaussian kernel
⚫ 𝑙2 distance on 𝑙2-normalized features benefits 

OoD detection[8]

⚫ A Gaussian kernel preserves the 𝑙2 distance 

𝑘gau 𝒛𝟏, 𝒛𝟐 = 𝑒−𝛾||𝒛𝟏−𝒛𝟐||2
2

Explicit feature mappings of kernels

⚫ Cosine kernel

𝑙2 normalization

⚫ Φ ∙ ≜ 𝜙cos ∙

⚫ Computation complexity 𝓞 𝟏

⚫ Cosine-Gaussian kernel 
𝑙2 normalization+ 𝑙2 distance

⚫ Random Fourier Features[9] to approximate 𝑘gau

⚫ Φ ∙ ≜ 𝜙RFF(𝜙cos ∙ )

⚫ Computation complexity 𝓞 𝑴 ,𝑵𝒕𝒓 ≫ 𝑴

[8] Yiyou Sun, et al. Out-of-distribution detection with deep nearest neighbors. In International Conference on Machine Learning, pages 20827–20840. PMLR, 2022

[9] li Rahimi and Benjamin Recht. Random features for large-scale kernel machines. Advances in neural information processing systems, 20, 2007.
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Experiments – OoD detection

⚫ Comparisons with the KNN method[8]

⚫ Better performance, cheaper complexity

⚫ Comparisons with regularized PCA[6]

⚫ Better performance, indicating superior non-linearity

[6] Xiaoyuan Guan, et al. Revisit pca-based technique for out-of-distribution detection. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 19431–19439, 2023.

[8] Yiyou Sun, et al. Out-of-distribution detection with deep nearest neighbors. In International Conference on Machine Learning, pages 20827–20840. PMLR, 2022.
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Experiments

⚫ Ablation studies: effect of more kernels

⚫ Cosine、Gaussian、Laplacian、Polynomial

⚫ Cosine-Laplacian、Cosine-Polynomial

⚫ Sensitivity analysis: effect of involved hyper-parameters

⚫ Explained variance ratio

⚫ Gaussian kernel width

⚫ Number of RFFs
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Conclusion
⚫ KPCA learns a subspace where the disparity between InD and OoD is pronounced.

⚫ Effective kernels under the OoD detection task

⚫ Cosine kernel

⚫ Cosine-Gaussian kernel

⚫ Resolving the challenge of KPCA in large-scale data

⚫ Explicit feature mappings

⚫ Significantly reduced time and memory complexity.（𝒪(𝑁𝑡𝑟) → 𝒪 𝑀 ，𝑁𝑡𝑟 ≫ 𝑀）



Thanks!
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