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Motivation
Multi-view images Point cloud Triangle mesh Voxel grid NeRF

Neural Radiance Fields (NeRFs) can overcome limitations of 3D explicit representations

Neural Radiance Fields (NeRFs) can provide a compact and meaningful representation of 
objects’ geometry and appearance

Multimodal Large Language Models (MLLMs) can process 3D explicit representations

Is it possible to perform language tasks on NeRF, without rendering?



LLaNA: Large Language and NeRF Assistant
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nerf2vec: Ramirez, et al. “Deep Learning on Object-centric 3D Neural Fields”, ICLR 2023

LLaNA can perform the novel tasks of NeRF captioning and NeRF Q&A



ShapeNeRF-Text: the first Nerf-Language benchmark

caption_1

caption_2

caption_3

caption_8

Multi-view caption

Brief description

Detailed description

Questions-answers

Dataset size:
• 40K objects from ShapeNet
• 40K brief descriptions
• 40K detailed descriptions
• 160K QA conversations



Quantitative experiments

LLaNA outperforms MLLMs processing discrete representations

NeRF captioning NeRF Q&A

FV: “front view”, BV: “back view”, MV: “multiple views”
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Conclusion

Contributions:
• LLaNA is the first MLLM to demonstrate reasoning capabilities on NeRF data
• LLaNA enables novel NeRF-language tasks (captioning, Q&A)
• ShapeNeRF-Text is the first existing dataset of paired NeRF-language data

Future directions:
• Generalization to real-world NeRFs
• Support for more complex NeRF architectures
• Extension to scene-level NeRFs


