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❑ LDL (Label Distribution Learning): An effective learning paradigm for addressing label polysemy.
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❑ LE (Label Enhancement): Infer label distributions from the more easily accessible multi-label data.

❑ Multi-label data relies on binary annotations, i.e., utilizing binary values ±1 to annotate each label.

Annotating the ground-

truth label distributions.

Bottleneck

Accurate identification is 

challenging in real-world tasks 

due to the prevalence 

of ambiguous instances and 

labels that provoke uncertain 

binary associations.

Challenge



❑ We propose to predict label distribution from ternary labels: Enhanced annotation accuracy and reduced annotating cost.

❑ We rigorously analyze the error of approximating the ground-truth label description degrees by ternary and binary labels.

❑ We propose the CateMO distribution specifically designed to capture the mapping from label description degrees to 

ternary labels, which is theoretically constructed to maintain the monotonicity and ordinality of the probabilities 

associated with ternary labels.
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The label definitively cannot describe the instances.

The label can definitively describe the instances.

The label-instance relationship is uncertain.

Error? Error? A quantitative elucidation of 

the superior performance of 

the ternary label
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❑ We suppose that the relationship between ternary/binary label 𝑠/𝑏 and label description degree 𝑧 as follows.

❑ We rigorously analyze the error of approximating the ground-truth label description degrees by ternary and binary labels.

We use Ƹ𝜏, Ƹ𝜅, መ𝜉 as the estimation of 𝜏, 𝜅, 𝜉.

Ternary Label Binary Label

𝑠 = −1 → 𝑧 ∈ [0, 𝜏) 𝑏 = −1 → 𝑧 ∈ [0, 𝜉)

𝑠 = 0 → 𝑧 ∈ [𝜏, 𝜅]

𝑠 = +1 → 𝑧 ∈ (𝜅, 1] 𝑏 = +1 → 𝑧 ∈ [𝜉, 1]



❑ Comparison of the approximation error of ternary and binary labels on the label description degree.

Approximation error 

of  binary labels 

with random 𝜉

Approximation error 

of  ternary labels 

with random 𝜅, 𝜏

Frequency with which the 

approximation error of ternary 

labels exceeds that of binary 

labels under random 𝜅, 𝜏

Conditions under which 

ternary label is superior to 

binary label on average 

(overlapping regions)

❑ Observation 1:  The ternary label outperforms the binary label in most cases. Specifically, the binary label shows superiority 

only in the extreme cases where both the binary and ternary labels exhibit very high approximation error.

❑ Observation 2: Overlapping area is essentially consistent to the blue area.

❑ Conclusion: The ternary label is superior to the binary label w.r.t. approximating the ground-truth label description degrees.



❑ We propose CateMO (Categorical distribution with Monotonicity and Orderliness) to model the 

conditional probability of ternary label given the LDD (label description degree).
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❑ CateMO should maintain the monotonicity and orderliness of the probabilities of ternary labels.

❑ Probability Monotonicity

o The larger the LDD, the higher the probability of positive label.

o The larger the LDD, the lower the probability of negative label.

o The closer the probabilities of negative and positive labels, the 

higher the probability of uncertain label.

❑ Probability Orderliness

o Large LDD ⇒ 𝑃 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 > 𝑃 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛 > 𝑃 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

o Small LDD ⇒ 𝑃 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 < 𝑃 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛 < 𝑃 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

o Medium LDD ⇒ 𝑃 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 , 𝑃 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 < 𝑃 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛
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❑ The formula of CateMO: Extending the softmax function.

𝑝 𝑠 = −1|𝑧 𝑝 𝑠 = 0|𝑧 𝑝 𝑠 = 1|𝑧

❑ Shape of CateMO with different parameters.

Violate the 

Monotonicity 

Assumption

Violate the 

Orderliness 

Assumption

❑ The condition that enables CateMO to satisfy the monotonicity and orderliness assumptions.

❑ Usage of CateMO.



❑ Performance of predicting label distributions. Results are shown as “mean±std”, where bold and 

italics denote the 1st and 2nd, respectively

❑ The suffix “-LL” denotes that these algorithms run on binary labels directly. 

❑ The suffixes “-DT”, “-MSE” and “-CateMO” denote that these algorithms run on ternary labels by 

the DT method, MSE method and our proposed CateMO distribution, respectively. 



❑ Cost-benefit analysis of different forms of labels. The horizontal and vertical axes denote the average 

annotating time (in seconds) and performance, respectively



If you have any questions about our research, please contact us 

by sending an email to luyn@njust.edu.cn or jiaxy@njust.edu.cn.


