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Text-Informed Time Series Forecasting
Industrial Finance Climate Health IoT

Forecasting

Time series and natural language always go together

- Process description

- Semantic token/variation

- Generative formulations

- …

Timestamp Logs News Other texts

…



Foundation Models
[Data General]

Learn from diverse modalities

[Task Universal]
Adapt to diverse scenarios

[Scalable Backbone]

Bommasani et al. On the Opportunities and Risks of Foundation Models. arXiv 2021.

Large Models

Deep learning models

Machine learning models

Statistical methods
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Large Language Models 

have been well-developed 



LLMs for Time Series: Motivations
Align time series and natural language

Dependencies of language tokens

Language modeling (Bengio et al., 2000):

Time series forecasting:

Dependencies of time points

Goal of LLM4TS: Leverage off-the-shelf 

LLMs as foundation models for time series



LLMs for Time Series: Motivations
Align time series and natural language

• Limited scale of datasets

• Avoid case-by-case training

• Large-scale text corpora

• Scalable and versatile architecture

Goal of LLM4TS: Leverage off-the-shelf 

LLMs as foundation models for time series

Language Models
• Token Semantics
• Multimodality…

Pre-train Adaptation

Large Time Series Models 



Insufficient Utilization of Language Models

Tan et al. Are Language Models Actually Useful for Time Series Forecasting? NeurIPS 2024.

High adaptation cost (7B+ 

Params. In a LLM)

Results are still good 

without LLMs

Patch + Project is already 

a simple & effective choice



Rethinking Previous LLM4TS Methods

Architecture: Previous works adapt LLMs, which are GPT-style 

causal decoders, as encoder-only models in a BERT-style

Insufficient utilization of LLMs is caused by several inconsistencies 

Casual mask inside 

each LLM block

Causal Decoder

Noncausal Projector

The token causality are broken in the last projector 



Autoregression: LLM predicts the next tokens iteratively, 

while prevalent forecasters obtain all tokens in one step

Insufficient utilization of LLMs is caused by several inconsistencies 

Rethinking Previous LLM4TS Methods

Multiple supervision 

under different lengths

Inference with different 

lengths of input tokens The outcome forecaster is only available for specific length



• Prompting: we formulate time series as prompts, extending 

the context for prediction beyond the lookback window

Exploration of advanced capabilities of language models

Revitalize LLMs for Time Series Modality

Liu et al. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. ACM 2023.

Language prompts for TSF lead to modality gap

Prompts aim to elicit better 

responses from large models



• Multimodal: we use LLM-embedded textual timestamps to 

utilize chronological information and align multivariate series 

Exploration of advanced capabilities of language models

Revitalize LLMs for Time Series Modality

Language prompts for TSF lead to excessive contexts

Jin et al. Time-LLM: Time Series Forecasting by Reprogramming Large Language Models. ICLR 2024.

Delicate and long prompts 

designed for time series



Key Idea

the quick brown fox jumps over the lazy dogLanguage
Transitions

Time Series
Transitions

Repurpose

LLM

Forecaster

Token PerspectiveModel Perspective

Token-wise
Alignment

ü Approach: Reuse the general-purpose token transition

ü Alignment: Embed time series into latent language representations 

ü Potentials: Autoregressive generation with inherited LLM capabilities

Language token transitions are general-purpose and transferable



Key Idea
Autoregressive LLMs are arbitrary-length time series forecasters

ü Arbitrary lookback length 𝐿

ü Arbitrary prediction length 𝐹

ü Covariates: 

Token-wise supervision

Autoregression

Inference



Method Pipeline

Tokenization: regard time series 
segments as basic language tokens

Modality-Mixing: Incorporate textual 
covariates (timestamp) to align variates

Freeze the LLM: Train minimal 
parameters by next token prediction

Inference: Generate arbitrary-length 
time series autoregressively like LLMs



Method Pipeline

Tokenization: regard time series 
segments as basic language tokens

Modality-Mixing: Incorporate textual 
covariates (timestamp) to align variates

Freeze the LLM: Train minimal 
parameters by next token prediction

Inference: Generate arbitrary-length 
time series autoregressively like LLMs



In-Context Learning

In-Context Learning: LLM can generate desired 

outputs based on task demonstrations from 

downstream datasets, without gradient updating

Task Demonstrations: Question-answer pairs in natural language, from an unseen task

Inference: Combine the current question with task demonstrations (prompt) as the input

💡
Based on the token-wise alignment and full reutilization of token transition,

AutoTimes can seamlessly transfer ICL to the time series modality



In-Context Forecasting
We propose in-context forecasting for time series

In-Context Forecasting:

Time Series Forecasting:

Time Series Prompt:

Earlier historical time series 
(perhaps non-consecutive )

Prediction Demonstrations: Retrieve time series as prompts from the target domain

Inference: Input "prompt-lookback" sentence into our model without updating parameters 



In-Context Forecasting
Enhanced performance with promptsWe propose in-context forecasting for time series

Prediction Demonstrations: Retrieve time series as prompts from the target domain

Inference: Input "prompt-lookback" sentence into our model without updating parameters 



Comparison of LLM4TS
Quality assessments (none of prior LLM4TS methods achieved all three)

Minimal tunable parameters -> Better performance/model efficiency

15min to repurpose 

LLaMA-7B on a RTX 

3090-24G 

(8 x A100 for Time-LLM)



Ablation Study
True utilization of large language model (different from non-autoregressive LLM4TS methods)

Tan et al. Are Language Models Actually Useful for Time Series Forecasting? NeurIPS 2024.



Forecasting Performance
Long-term forecasting (one-for-all rolling forecasting)

One LLM-forecasters

can outperform each 

deep models trained 

on specific lengths

Short-term forecasting (in-distribution)

State-of-the-art 

performanceZero-shot forecasting (out-of-distribution)



Compatibility of Language Models
AutoTimes configuration

Scaling law of LLM-forecasters

Larger language models,

more accurate predictions

Large model tuned with 

small amount of params



Method Analysis
Adopting low-rank adaptation can achieves better predictions

Textual Timestamps as position embeddings are effective 

Language
Transitions

Time Series
Transitions

LoRA

LLM

Forecaster



In-Context Forecasting Showcases
Facilitate an interactive experience of forecasting via prediction samples 



In-Context Forecasting Showcases
Facilitate an interactive experience of forecasting via prediction samples 

• Ahead-Period: select the Ahead-24 (daily period) series of the original lookback series 

• Ahead-Random: randomly select the previous series of the original lookback series

• Fixed Prompt: fixed as the first 384 time points from the same variate

• Other Variate: uniformly selected as Ahead-24 series, but comes from other variate 



In-Context Forecasting Showcases
Facilitate an interactive experience of forecasting via prediction samples 

Compared with simply 

extending lookback length, 

in-context forecasting aims 

to improve context efficiency

Take-away message: utilize 

inter-periodic, consecutive, 

and relevant prompts 



Open Source

GitHub: https://github.com/thuml/AutoTimes

ü Efficient: Only 15min to repurpose LLaMA-7B on 

one single RTX 3090-24G (8 x A100 for Time-LLM)

ü Compatible: Support any decoder-only LLMs: 

GPT, LLaMA of different sizes, the OPT family…

ü Well-organized: Pretty code implementations for 

multi-step autoregressive forecasting and in-

context forecasting

https://github.com/thuml/AutoTimes
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Thank You!

Yong Liu

https://wenweithu.github.io/

https://github.com/thuml/AutoTimes
https://wenweithu.github.io/

