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Introduction

● Advancements in AI: Growing use of AI in medicine

● Challenges in Medical Imaging: 

○ Medical images differ from natural images

○ Unique structures and features

○ Fewer labeled medical images

○ Noise complicates disease classification
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Problem

● Key Challenges:

○ Limited availability of annotated data

○ Subtle disease features

○ Noise and non-disease interference

● Our Approach:

○ LRFL: Extract low-rank features

○ Minimize noise and enhance accuracy

Noisy Chest X-ray
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Methodology
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Motivation

● GT class labels retains key information.

● LRFL focuses on low-rank features.
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Novel Approximation

● Novel Truncated Nuclear Norm (TNN) 

Approximation:

○ Unique low-rank approach.

○ Allows standard SGD optimization.

● Efficiency & Scalability:

○ SVD only after certain epochs to 

save computation

○ Scalable to large datasets, practical 

for real-world use.
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Generalization Bound for LRFL

● Theoretical Guarantee: Validates LRFL performance.

● Reduced Overfitting: Low-rank features effective with limited data.

● Better Generalization: Tighter error bounds vs. baselines.
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Implementation Details and 
Results
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Pipeline for Thorax Disease Classification

● Pre-training: Self-supervised learning with Masked Autoencoders (MAE)

● Fine-tuning: Cross-Entropy loss on target datasets

● LRFL fine-tuning: Using TNN regularization

Pretraining 

with ImageNet-1K 
or X-rays(0.5M)

Fine-tuning 

with CE Loss

LRFL 

fine-tuning
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Results
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Visualizations
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Improved Results with Generative Data 
Augmentation
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Contributions

● Novelty: Introduction of a separable approximation for the TNN

● Theoretical Foundation: Sharp generalization bound

● Performance: Improvements in classification accuracy and mAUC

● Impact: Effective noise reduction and improved disease localization

Our paper is available at

https://openreview.net/pdf?id=GkzrVxs9LS
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