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Why fusion?
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Often does not maintain 
modality structure

Most architectures are 
domain- and problem-
specific

Does not capture cross-
modal interactions

• Monolithic structure 
• Requires paired data 

Common challenges



Open challenges for fusion models in 
biomedical domains

Captured as images

Information from different biological scales can provide 

crucial predictive context...

Molecular dynamics

Proteomics

Transcriptomics

Genomics

Cell

Tissue

Organism

...but often require trading off modality-specific and 

shared information

Explain both uni-modal and cross-modal information 
that the model has learned

Find a joint representation that encodes the uni-modal 
structural information of each modality

Preserve 

structural signal

Learn cross-modal information where one modality 
contextualises another modality, vice versaMutual context

Often no clear modality counterpart between the 
different scales, one-to-many cardinalities

Lack of paired 

data

Discovery

Handle missing data at training and inference time 
(often neglected, but highly relevant in clinical 
practice)

Missing data



HEALNet uses shared and modality-specific 
parameter spaces

Preserve modality-specific 

structural information
Learn cross-modal interactions

Missing modalities & lack of 

paired data

Easy inspection using modality-

specific attention weights
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HEALNet preserves modality-specific structural 
information

Preserves modality-specific 

structural information
Learns cross-modal interactions

Effective handling of missing 

modalities

Easy inspection using modality-

specific attention weights



Iterative attention setup allows to skip updates 
for missing data

Preserves modality-specific 

structural information
Learns cross-modal interactions

Effective handling of missing 

modalities

Easy inspection using modality-

specific attention weights



Attention-based design allows some 
explainability

Preserves modality-specific 

structural information
Learns cross-modal interactions

Effective handling of missing 

modalities

Easy inspection using modality-

specific attention weights



Thank you
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