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Disentangled representation learning (DRL):

1) Identify the informative Factors of Variations (FoVs) in the data
2) Encode the FoVs in separated parts of the representation

Floor
Shape

Wall ObJ hue Scale

Orientation



Introduction: 
intuition

3

Disentangled representation learning (DRL):

1) Identify the informative Factors of Variations (FoVs) in the data
2) Encode the FoVs in separated parts of the representation

Properties:

● Modular: a FoV affects only a subset of representation
● Compact: a FoV uses as less dimensions as possible → ideally one FoV, one dim.
● Explicit: it is possible to retrieve all FoVs from representation
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Motivations:

1. Fully unsupervised DRL has been shown unsatisfactory but labelling every 
single factor of real-world data is unfeasible or impossible.

2. Most used metrics depend on Classifiers or Mutual Information Estimation
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Motivations:

1. Fully unsupervised DRL has been shown unsatisfactory but labelling every 
single factor of real-world data is unfeasible or impossible.

2. Most used metrics depends on Classifiers or Mutual Information Estimation

Our contributions:

1) Methodology  for DR  transfer to Target datasets without FoV annotation
2) Novel classifier-free and interpretable metric
3) Extensive experimental analysis that considers different (Source, Target)
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Intervention-based: couple samples differing in 1 FoV

Association matrix S based on Correlation 

Provide interpretable info about the structure of the representation 
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Intervention-based: couple samples differing in 1 FoV
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Modularity 
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Intervention-based: couple samples differing in 1 FoV

Association matrix S based on Correlation 

Provide interpretable info about the structure of the representation 

Modularity Compactness
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We considered Source and Target datasets covering different challenges
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We considered Source and Target datasets covering different challenges

and different scenarios: 

● syn2syn, syn2real & real2real

● Additional FoV; FoV of similar semantics; etc.
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Our study suggests that 

1) Our metric provides helpful information to evaluate the transferred   
representation and it’s more robust w.r.t. existing metrics.

2) We can design a synthetic dataset to disentangled specific FoVs                             
then transfer while preserving all the disentanglement properties. Github 




