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identifying the semantic information of the scene to locate the 
desired object.
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Object Goal Navigation (OGN)
Object Goal Navigation requires both exploring the environment and 
identifying the semantic information of the scene to locate the 
desired object.

Traditional OGN Approaches: 
Perform well in trained environment

Zero-Shot OGN: 
Able to navigate to unfamiliar objects in 
unknown environments without 
additional training.
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Observation: Prior art relies the zero-shot detector for categorical information 

understanding which often fall shot when only partial observation are given
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The first line of images shows our pro- posed method, where the multi-scale approach effectively captures objects at all 

scales, such as the sofa back in the background. The second line of images shows the results of PIVOT-Liked GPT- 4V
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GA score visualization between gradient-based and patch-based methods for the armrest, backrest, and seat 

attributes of a target chair. The gradient-based method (top row) often attends to irrelevant areas, such as the 

ceiling, while the patch- based method (bottom row) accurately focuses on the relevant areas
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Thank you!
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