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Motivations
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• Diffusion models become an important paradigm in generation.

• The customized requirements → few-shot diffusion models

• Few-shot models uses only 5-10 images to fine-tune the pre-trained models.

Why few-shot diffusion models achieve great performance with 
a limited target data?
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The Pretrained Phase of Diffusion Models
1. Large source data distribution: 𝑋𝑠,𝑖 𝑖=1

𝑛𝑠
∼ 𝑞0

𝑠 ∈ ℝ𝐷

2.   The pretrain score matching objective function

min
𝑠∈𝑆𝑁𝑁

መℒ𝑠 𝑠 =
1

𝑛𝑠 𝑇 − 𝛿


𝑖=1

𝑛𝑠

න
𝛿

𝑇

𝔼𝑋𝑡|𝑋0=𝑋𝑠,𝑖 ∇ log 𝑞𝑡
𝑠 𝑋𝑡|𝑋0 − 𝑠 𝑋𝑡, 𝑡 2

2
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The Few-shot Diffusion Model

1. Limited target data distribution: 𝑋𝑡𝑎,𝑖 𝑖=1

𝑛𝑡𝑎
∼ 𝑞0

𝑡𝑎 ∈ ℝ𝐷

2. The few-shot objective function

3. The function class 𝒬𝑁𝑁 usually is a subset of 𝑆𝑁𝑁 (e.g. cross-attention [1] or 
text-embedding layers [2]) 

min
𝑠∈𝒬𝑁𝑁

መℒ𝑡𝑎 𝑠 =
1

𝑛𝑡𝑎 𝑇 − 𝛿


𝑖=1

𝑛𝑡𝑎

න
𝛿

𝑇

𝔼𝑋𝑡|𝑋0=𝑋𝑡𝑎,𝑖 ∇ log 𝑞𝑡
𝑡𝑎 𝑋𝑡|𝑋0 − 𝑠 𝑋𝑡, 𝑡 2

2



Current Results of Approximation Error
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Many works foucs the requirement of data number 𝑛𝑠 to approximate the score

where Ƹ𝑠 is the minimizer of pretrain objective function.

• Without strong assumption, [3] achieve the minmax error bound 𝑛𝑠
−1/𝐷

.

• With a linear subspace 𝑋𝑠 = 𝐴𝑠𝑧, 𝑧 ∈ ℝ𝑑, [4] achieve 𝑛𝑠
−2/𝑑

error bound. 

Though 𝑑 ≪ 𝐷 [5], the results is heavliy influenced by 𝑑 →

Trivially use current analysis achieve 𝑛𝑡𝑎
−2/𝑑

for few-shot models

1

𝑇 − 𝛿
න
𝛿

𝑇

𝔼𝑞𝑡𝑠 ∇ log 𝑞𝑡
𝑠 𝑋𝑡 − Ƹ𝑠 𝑋𝑡, 𝑡 2

2 𝑑𝑡



Assumption
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Assumption. The source and target data distribution admit linear low dimensional 

subspace and share the latent space 𝑋𝑠 = 𝐴𝑠𝑧 and 𝑋𝑡𝑎 = 𝐴𝑡𝑎𝑧, 𝑧 ∈ ℝ𝑑.

• The common image datasets admit low-dimensional [5].

• Diffusion models can adaptively find the manifold of data [6].

• The shared latent or representation is a standard assumption for few-shot 

learning.



The Paradigm of Few-shot Models

7

• With the linear space assumption, ∇ log 𝑞𝑡 is decomposed to (a) the latent score function 

∇ log 𝑞𝑡
𝐿𝐷 ⋅ and (b) linear encoder, decoder 𝐴.

• The parameters of 𝑆𝑁𝑁 is 𝑉, 𝜃 .  Let 𝑉𝑠, 𝜃 be the minimizer of pretrain objective.

• The few-shot models freeze 𝜃 and fine-tune 𝑉. 

Let 𝑉𝑡𝑎 be the minimizer of the few-shot objective funciton.

∇ log 𝑞𝑡
𝑠 𝑋 = 𝐴𝑠∇ log 𝑞𝑡

𝐿𝐷 𝐴𝑠
⊤𝑋 −

1

𝜎𝑡
2 𝐼𝐷 − 𝐴𝑠𝐴𝑠

⊤ 𝑋

Shared the information of ∇ log 𝑞𝑡
𝐿𝐷 ⋅ , approximated by NN 𝑓𝜃

Approximated by 𝑉 ∈ ℝ𝐷×𝑑



Main Results (Approximation Error) 
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Theorem 1 (Informal). With the above assumption, the approximation error 

of few-shot diffusion model is 

1

𝑇 − 𝛿
න
𝛿

𝑇

𝔼𝑞𝑡𝑡𝑎 ∇ log 𝑞𝑡
𝑡𝑎 𝑋𝑡 − 𝑠𝑉𝑡𝑎,𝜃 𝑋𝑡, 𝑡

2

2
𝑑𝑡 ≤ 𝑛𝑡𝑎

−
1
2 + 𝑛𝑠

−
2
𝑑

• The dependence of 𝑛𝑡𝑎 is independent 𝑑 →

The few-shot diffusion model Escape the Curse of Dimensionality

• Intuition: The highly nonlinear latent score function is approximated by 𝑛𝑠
−2/𝑑

The few-shot phase only pays the approxiamtion error of linear matrix 𝐴𝑡𝑎

Discussion



The Real-world Requirement of 𝑛𝑡𝑎 
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• Given 𝑛𝑠, we require 𝑛𝑡𝑎
−1/2

= 𝑛𝑠
−2/𝑑

to achieve the same error bound.

• 5-10 target images is enough for few shot diffusion models.



Main Results (Optimization) 
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Intuition: Prior of pre-trained model → Simplied Optimization Problem

Theorem 2 (Informal). Assume Gaussian latent, the few-shot objective 

function has a closed-form minimizer, which (a) is equivalent to PCA and 

(b)has the following property

𝑉𝑡𝑎 𝑉𝑡𝑎
⊤ − 𝐴𝑡𝑎𝐴𝑡𝑎

⊤ ≤ ෨𝑂
1

𝑛𝑠
+

1

𝑛𝑡𝑎

• Though the Gaussian latent introduce a better 𝑛𝑠, the dependence of 𝑛𝑡𝑎 is 

still better.



Real-world Experiments (10 Target Dataset Images)
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• 10 target images with bald feature

• Since fine-tuning all parameters lose the prior information, it also suffers from large 

𝑛𝑡𝑎
−2/𝑑

error and  memorization phenomenon.

• Our few-shot diffusion model generate novel images with target feature.



Conclusion
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• (Approximaiton) The few-shot diffusion models enjoys

• (Optimizaiton) The few-shot models simplfy the optimizaiton problem and 

enjoy closed-form minimizer (under the Gaussian latent).

• Furture work

• (Approximation) The analysis for nonlinear manifold

• (Optimization) Extend to general latent

𝑛𝑡𝑎
−
1

2 + 𝑛𝑠
−
2

𝑑 bound instead of 𝑛𝑡𝑎
−
2

𝑑



Thanks!
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Q&A
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