
RoboMamba: Efficient Vision-Language-Action Model for Robotic 

Reasoning and Manipulation

1. Robomamba

1. We introduce RoboMamba, an efficient VLA model that integrates a vision 

encoder with the linear-complexity Mamba LLM, which possesses visual 

common sense and robotic-related reasoning abilities.

2. To equip RoboMamba with action pose prediction abilities, we explore an 

efficient fine-tuning strategy using a simple policy head. We find that once 

RoboMamba achieves sufficient reasoning capabilities, it can acquire pose 

prediction skills with minimal cost.

3. In our extensive experiments, RoboMamba excels in reasoning on general 

and robotic evaluation benchmarks, and showcases impressive pose 

prediction results in both simulation and real-world experiments.
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4. Method

RoboMamba is an efficient robotic VLA model that combines reasoning and 

manipulation capabilities. First, we integrate and align a vision encoder with the 

Mamba LLM, endowing our model with common sense and robotic-related 

reasoning abilities. Subsequently, we introduce an efficient fine-tuning strategy to 

equip RoboMamba with pose prediction abilities, requiring a few dozen minutes to 

fine-tune a simple policy head (3.7M parameters). In terms of inference speed, 

RoboMamba achieves the highest control frequency, surpassing other VLA models, 

running on an NVIDIA A100 GPU without any quantization or inference acceleration 

techniques. More real-world downstream tasks are displayed below.

2. Previous Work Limitations

First, the reasoning capabilities of pre-trained MLLMs in robotic scenarios are found to 

be insufficient. As shown in Figure 1 (reasoning example), this deficiency presents 

challenges for fine-tuned robot MLLMs when they encounter complex reasoning tasks. 

Second, fine-tuning MLLMs and using them to generate robot manipulation actions 

incurs higher computational costs due to their expensive attention-based LLMs.

Overall framework of RoboMamba: 

RoboMamba projects images onto Mamba’s language embedding using a vision 

encoder and projection layer, which is then concatenated with text tokens and fed 

into the Mamba model. To predict the position and rotation of the end-effector pose, 

we inject simple MLP policy heads and use the global token as input, which is 

generated through a pooling operation from the language output tokens. Training 

strategy of RoboMamba. For model training, we divide our training pipeline into two 

stages. In Stage 1, we introduce alignment pre-training (Stage 1.1) and instruction 

co-training (Stage 1.2) to equip RoboMamba with both common sense and robotic-

related reasoning abilities. In Stage 2, we propose robotic manipulation fine-tuning to 

efficiently empower RoboMamba with low-level manipulation skills.

Stage 1.1  Alignment pre-training: We freeze the parameters of the vision encoder and 

Mamba language model, and only update the project layer. 

Stage 1.2  Instruction co-training：We freeze the parameters of the CLIP encoder and 

fine-tune the projection layer and Mamba on the combined instruction datasets.

Stage 2  Robot manipulation fine-tuning: We freeze all the parameters of RoboMamba

and introduce a simple policy head to model Mamba's output tokens. The policy head 

contains two MLPs that separately learn the end-effector's position and direction
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