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Overview

Goal: Train a model on a large streamed dataset.

Problem: Downsample the data to a manageable size whilst maintaining model 
performance.

Challenge: Downsampling datasets with class imbalance can lead to poor 

worst-class generalisation. Excerbated by distributional shift.

Solution: REDUCR downsamples data in a robust manner to improve model 
performance under class imbalance and distributional shift.



Formal Problem Setting

• Vanilla data downsampling:

• Robust data downsampling:

•  This problem is NP hard
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Our Solution: REDUCR

1. Robust online batch selection – suitable for streamed data

2. Solve the max min problem using a multiplicative weights algorithm

3.  We design a novel selection scoring function which approximates the class 
specific likelihood given new data 
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Results
• Experiments are run on a variety of NLP and vision classification tasks.

• REDUCR improves the worst-class accuracy when compared with relevant online 
batch selection baselines.

• REDUCR maintains average test accuracy despite prioritising the worst-class 
during training.    



Further Results

REDUCR’s performance remains consistent as specific classes are 

under-sampled whilst other online batch selection approaches 

deteriorates. Results shown on the CIFAR10 dataset.



Conclusion

• REDUCR – Smart, robust data downsampling algorithm

• Empirically observe that REDUCR improves the worst-class 
accuracy without sacrificing average accuracy
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