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Motivation

Multi-Objective reinforcement learning (MORL) is a 

promising research field.

But there are still crucial theoretical analises missing…
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Utility function

Compacts all objectives into one

Preference relation

Expresses the preferred outcomes
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In conclusion…

It may happen that the policy your algorithm learns is only 

state utility optimal at the initial state, but not at the rest!!!
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