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Introduction

• Objective: Balance long-tailed datasets without external resources.

• Method: Use a diffusion model trained solely on the long-tail dataset to generate samples, improving 

long-tail classification.

• Key Findings:

• Improving generative model performance boosts classifier accuracy.

• Most impactful generated samples: AID (Approximately In-Distribution).

• Proposed Pipeline: DiffuLT (Diffusion model for Long-Tail recognition):

• Step 1: Initial training of feature extractor and diffusion model with supervision for AID generation.

• Step 2: Generate samples to balance the dataset.

• Step 3: Retrain classifier on enriched dataset with reduced synthetic sample impact.



Introduction



Contributions

• DiffuLT

• first to tackle long-tail recognition by synthesizing images with diffusion models

• AID samples

• Blend information from head and tail classes

• play a key role in boosting classifier accuracy

• Loss function that steers the diffusion model to generate more AID samples

• Experiments on CIFAR10-LT, CIFAR100-LT, and ImageNet-LT
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• AID loss:

• Weighted cross entropy:



Method – Stage 3
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Conclusion

• Novel Approach: Proposed a data-centric method using AID samples for long-tail classification.

• Key Contributions:

• Developed an AID-focused diffusion model to enrich datasets.

• Demonstrated the critical role of AID samples in boosting classifier accuracy.

• Impact:

• Provides a robust framework without needing external data.

• Adaptable to various performance-critical applications.

• Limitations & Future Work:

• Current method is time-consuming; future work will focus on optimizing training and generation 

speeds.


