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Context-based goal-oriented problems (CGO)
Problem Setup

Context: Deliver goods to a warehouse in this area



Context-based goal-oriented problems (CGO)
Data Assumption

• Goal examples: There is a large amount of context-goal examples, where 
goal examples that are not necessarily all feasible (e.g., instruction dataset) 

• Offline experiences : The agent has many offline experiences 
without labels (rewards) — dynamics only 

• Desired outcome: Given a context, the agent is able to achieve one of the 
goals in the corresponding feasible goal set

{(s, a, s′ )}



Baseline methods & Challenges
• Goal prediction 

• We could learn some goal prediction policy to predict a goal given context 

• With the dynamics only dataset, we can learn to goal-conditioned policy (HER) 

• However, the predicted goal is not necessarily feasible! 

• Reward learning 

• We could form the problem as missing labels in the dynamics dataset (given a context)  

• We could learn a (pessimistic) reward model with the context-goal dataset (positive samples only) 

• Learning a pessimistic reward model is non-trivial; also ignores the goal oriented nature



• We can convert the context-goal dataset to an offline RL dataset: 

• Core idea: given a context, create “fake” transitions from the goal examples to a “fake” terminal 
state with a “fake” action with reward 1 

• Also, remove all terminal signals in the original transitions, label with reward 0, and pair with contexts  

• Combine the two, then we naturally have a fully labeled dataset

(Contexts could be continuous; do not require exact match to connect true and fake transitions) 

Contextual goal-Oriented Data Augmentation (CODA) 



• Regret equivalence 
 
 
 
 

Theoretical guarantee

• Performance guarantee



Experiment Settings

Context and goals 
are very similar

Different contexts (finite) 
maps to distinct goals

The mapping between 
contexts (continuous, infinite) 
and goals have no constraints



Empirical 
Results



Thank you!


