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Personalized Segmentation and Retrieval

Personalized retrieval and segmentation focus on identifying and 
segmenting specific instances within a dataset.

Identifying a specific product in a catalog Tracking your beloved dog in images that 
contain multiple similar dogs 
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Current Methods

• Traditional supervised approaches are accurate but often rely on large 
amounts of domain-specific labeled data.

• Self-supervised methods (DINOv2 and PerSAM) have good discriminative 
performance between categories, however they struggle with multiple similar 
instances.
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Motivation

• Text-to-image foundation models have achieved remarkable success 
in generating new and unique images from text prompts.

• We hypothesize that properties of generated objects are encoded 
within the intermediate features of the diffusion model during 
generation 



Are instance features encoded in diffusion 
models?

Appearance Features: We found that instance appearance features are 
encoded in the queries and keys matrices of the self-attention block. 



Are instance features encoded in diffusion 
models?

Semantic Features:

Cross-attention maps link the textual input 

prompt to image patches, creating a coarse 

semantic segmentation map that highlights 

potential object locations.



Personalized Diffusion Feature Matching (PDM)
PDM uniquely leverages diffusion features for instance-based tasks without extra training, 
combining both appearance and semantic characteristics of an instance.



Benchmark datasets

Existing benchmarks fall short as they tend to feature either a single, 
distinct object or multiple objects from different categories in each 
image. 



Benchmark datasets

• New Benchmarks: PerMIR (Personalized Multi-Instance Retrieval) and 
PerMIS (Personalized Multi-Instance Segmentation).

• Built from BURST [1] Dataset with challenging multi-instance images.

• Highlights strengths of instance-based approaches.

[1] Athar et al, BURST: A Benchmark for Unifying Object Recognition,

     Segmentation and Tracking in Video. (2022)



Results: Personalized Segmentation

PDM achieves top results on segmentation accuracy. Has high consistency 
in segmenting the exact instance among similar objects.



Results: Personalized Retrieval

PDM outperforms self-supervised and weakly supervised baselines.
Significant gains in complex, multi-instance scenarios.
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