
Perception of Knowledge Boundary for 
Large Language Models through Semi-

open-ended Question Answering



Motivation

• Large Language Models (LLMs)  are susceptible to generating non-factual 
responses, i.e. hallucinations.

• The knowledge boundary of an LLM is vital as it describes the limit of its factual 
understanding.

• Existing studies neglect the importance of semi-open-ended questions that can 
have multiple potential answers.



Contribution

• Exploring Semi-Open-Ended Questions for LLM knowledge boundary 
perception

• Novel method to discover ambiguous answers

• Our dataset and method are effective in revealing GPT-4’s unfamiliar knowledge



Dataset

Dataset construction 
pipeline

Data samples



Method

• We reduce the probabilities of high-
probability answers to induce more 
ambiguous answers.

• We compare the results of LLM self-
evaluation and RAG-based evaluation.

• We categorize four types of ambiguous 
answers for the target LLM.



Findings

GPT-4
• performs poorly on the semi-open-ended questions and generates many unqualified 

answers.

• lacks understanding of the relevant knowledge.

• has limited ability to recognize its knowledge boundary.

The auxiliary model
• effectively supplements GPT-4 by identifying hidden correct answers.

• incur unexpected wrong evaluations during GPT-4 self-evaluation.

• discover situations where GPT-4 admits for its knowledge boundary. 
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