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Continual instruction following

Instruction-wise plan
All conditions met
Walk bedroom
Check temp.

Walk kitchen

Walk window

Open window

Walk bedroom
Check TV

Walk hight switch

Turn on light switch
Walk kitchen

. Walk sink

Grab box

Walk table

Put box on table

Integrated plan
All conditions met
Walk bedroom
Check temp. & TV
Walk light switch
Turn on light switch
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If the temperature 1s high, open the window, r—
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When watching TV, turn off the light,
If the box and sink are close together, separate them.

Embodied agent Environmental context memory

Walk sink
Open window
Grab box
Walk table

0. Put box on table
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(b) Exploration-integrated task planning
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We consider a set of instructions for embodied tasks that are continuously and simultaneously conducted based on specific environmental contexts.
Embodied tasks are conditioned on environmental contexts and conducted continuously, as continual instruction following, aligning closely with
continual queries that monitor updates of interest and return results when specific thresholds are met.

Experiments

Test Environment: ALFRED, VirtualHome, CARLA
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Low non-stationarity

Medium non-stationarity

High non-stationarity

Model
We propose a novel ExXRAP framework, systematically combining LLMs' reasoning capabilities and environmental context memory into exploration- SR (1) PS (1) SR (1) PS (1) SR (1) PS (|)
integrated task planning to tackle continuous instruction following tasks in non-stationary embodied environments. Evaluation in VirtualHome
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Grab plate  -11
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k Update agent state

{: Agent

TEKG ©(6;, Q) TEKG ©R{GF, Q)

d(DR(GZ, D))
'I-?R(Gr;z) = H(P(Q, Gr]) (1 B d(d}R(Gtﬁg)) )

Agent

Skill 2, [ wak window |

Executions €, TEKG 3G, E;) Demonstrations D

2 -30 Walk kitchen 12

Exploitation planner vy Skl]lgtlT]
Walk window

ExXRAP addresses this challenge through two components: (a) query evaluation using environmental context memory and (b) exploration-integrated task planning.

In (a), a temporal embodied knowledge graph creates the environmental context memory, enabling an LLM-based query evaluator to assess conditions and
confidence, refined by information-based temporal consistency to handle synchronization uncertainties.

In (b), EXRAP plans skills that balance task achievement (exploitation) and confidence in query evaluations (exploration) by integrating exploitation values from
LLM in-context learning with exploration values based on information estimation.

Task Success Rate (SR): Measures the proportion of tasks completed for continual
instructions with conditions met at each timestep.

Pending Step (PS): Represents the average timesteps required to complete tasks once the
conditions of the instructions are satisfied in the environment.

EXRAP consistently outperforms other models. in terms of SR across different non-

stationarity levels and environments
EXRAP achieves lower PS compared to other models, particularly in medium and high non-

stationarity scenarios, reflecting its efficiency in task completion even under challenging

conditions.
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