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Parameter-efficient fine-tuning (PEFT)

 Model fine-tuning  Soft prompt fine-tuning  Adapter-based fine-tuning
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LoRA: The mainstream model adaptation method

Hu, Edward J., et al. ”LoRA: Low-Rank Adaptation of Large Language Models.” ICLR 2022.

 LoRA hypothesizes that the weights have a low “intrinsic rank” during adaptation.
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OFT: The preservation of pretrained knowledge

Angular information matters

→ Orthogonal fine-tuning (OFT)

Qiu, Zeju, et al. ”Controlling text-to-image diffusion by orthogonal finetuning.” NeurIPS 2023.

 OFT emphasizes the retention of pre-trained knowledge during adaptation.
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Is there a bridge between LoRA and OFT?
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Householder Reflection: A simple orthogonal transform

Alston Householder
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Householder Reflection Adaptation (HRA)
 Implement OFT by a chain of Householder reflections

 Implement                with low complexity (                        for                      )
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Connections to LoRA: HRA is an adaptive LoRA
 Reformulation of the HR chain:

 is a upper-triangular matrix, and its upper-triangular element is

 HRA is equivalent to an adaptive LoRA, making                    unchanged.
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Orthogonality: The key of balancing expressiveness and regularity

 : Normalization,
 : (Modified) Gram-Schmidt (GS) Orthogonalization.
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Experiments: NLP tasks

Table: Results (%) of various methods on GLUE development set.
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Experiments: Controllable text-to-image generation

Figure: Qualitative results on subject-driven generation.
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Experiments: Controllable text-to-image generation

Figure: Qualitative results on controllable generation.



Thank you for listening!

The code is available at https://github.com/DaShenZi721/HRA and PEFT!

https://github.com/DaShenZi721/HRA
https://huggingface.co/docs/peft/main/en/package_reference/hra
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