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Global Features in Geometric GNNs

(a) Frames
in Frame Averaging (ICLR’22)

(b) Equivariant Pooling
in EGHN (NeurIPS’22)

(c) Virtual Nodes
in FastEGNN (ICML’24)

(d) Mesh
in Neural P3M (NeurIPS’24)



Symmetric Graph

Crystal Structures

C60 & Carbon Nanotube

Symmetrical Structure

Coincides with itself under 
certain transformations



The Degeneration Phenomenon

Symmetrical Structure

Coincides with itself under 
certain transformations

Equivariant GNNs
Degeneracy 

at a specific order l



Theoretical Results

Using the definition of symmetric structure and 
equivariant function, we can get the equation

Note that the types of point groups are finite, so we only 
need to enumerate all the groups to represent the 
average.
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The Degeneration 

Phenomenon

Left Matrix 

is full-rank
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Motivation for HEGNN

Trace of point group average representation

Prediction of degenerate results for various 
symmetric graphs

Difficulties
 Previous models generate all representations of 

𝒍𝒍𝟏𝟏 − 𝒍𝒍𝟐𝟐 ~𝒍𝒍𝟏𝟏 + 𝒍𝒍𝟐𝟐 through CG tensor product, and 
cannot extract representations of special orders for 
verification

Additional requirements
 Can the model used for verification have good 

application value? For example, use it on 
actual datasets?

 Traditional high-order models use CG tensor products, 
with a complexity of up to𝑶𝑶 𝑳𝑳𝟔𝟔 ，Can we design a 
model with lower complexity?

 Can you explain the theoretical basis for using 
high-order representations other than distinguishing 
symmetric structures?



Architecture of HEGNN

HEGNN: Use the scalarization-trick to introduce high-order representations, which reduce the time 
complexity to  𝑶𝑶(𝑳𝑳𝟐𝟐) from 𝑶𝑶(𝑳𝑳𝟔𝟔) of CG tensor-product
 Initialization: Use spherical harmonics and calculate coefficients for different orders
 Expression ability: Use the relationship between spherical harmonics and Legendre polynomials to prove 

that HEGNN can fully express all inner product information of geometric graphs



Architecture of HEGNN

 Initialization of high-degree steerable feature

 Calculation of cross-degree invariant messages

 Aggregation of neighbor messages

 Aggregation of neighbor messages



An equivalent Concurrent Work: SO3krates



Architecture of HEGNN

The message passing formulas of our HEGNN, EGNN and TFN



Experiments

Symmetric polyhedron experiment: 
Theoretical and experimental results 
are completely consistent

N-body (N=5, 20, 50, 100): consistently 
outperforms other models
MD-17: outperforms most molecules (6/8)



Perturbation Experiment

Most molecules may not be symmetrical, and even affected by molecular vibration, the structural 
changes are enough to eliminate the original symmetry.

So what are the advantages of HEGNN at this time? The answer is better robustness!
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