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Deep neural networks (DNNs) produce SOTA performance in computer vision
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However, they are extremely sensitive to image corruptions
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Previous works tackle this problem via carefully designed data 
augmentation techniques for images, thus enriching the training data 
to promote model robustness to corruptions.
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1 Devries et al. (2017). Improved regularization of convolutional neural networks with Cutout.
2 Zhang et al. (2017). mixup: Beyond Empirical Risk Minimization
3 Yun et al. (2019). CutMix: Regularization Strategy to Train Strong Classifiers with Localizable Features
4 Hendrycks et al. (2020). AugMix: A Simple Data Processing Method to Improve Robustness and Uncertainty



In this work, we introduce an alternative and domain-agnostic 
approach, which is to simulate input corruptions during training using 
multiplicative perturbations in the weight space.
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Implication: The multiplicative weight perturbations (MWPs) 
simulate input corruptions during training, making the model 
robust to these simulated corruptions, which could also 
improve its robustness to real world corruptions.



Proposed method: Data augmentation via Multiplicative Perturbations 
(DAMP)
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DAMP is an efficient training method that perturbs weights using multiplicative Gaussian 

random variable during training by minimizing the following loss function:

To efficiently estimate the expectation in the loss function, DAMP:

1. splits the training batch evenly into M sub-batches,

2. samples a weight perturbation for each sub-batch to calculate the sub-batch gradient,

3. averages over all sub-batch gradients to obtain the final gradient.

Therefore, DAMP is suitable for data parallelism in multi-GPU training.



Adaptive Sharpness-Aware Minimization optimizes deep neural 
networks under adversarial multiplicative weight perturbations

8
1 Kwon et al. (2021). ASAM: Adaptive Sharpness-Aware Minimization for Scale-Invariant Learning of Deep Neural Networks.
2 Foret et al. (2021). Sharpness-Aware Minimization for Efficiently Improving Generalization.

DAMP minimizes the expected loss under Gaussian MWPs:

Alternatively, we could minimize the loss under adversarial MWPs:

Interestingly, by solving the inner maximization problem using the first-order Taylor 
expansion, we arrive at the same update rule of Adaptive Sharpness-aware 
minimization (ASAM)1



Adaptive Sharpness-Aware Minimization optimizes deep neural 
networks under adversarial multiplicative weight perturbations
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1 Kwon et al. (2021). ASAM: Adaptive Sharpness-Aware Minimization for Scale-Invariant Learning of Deep Neural Networks.
2 Foret et al. (2021). Sharpness-Aware Minimization for Efficiently Improving Generalization.

Thus, ASAM optimizes DNNs under adversarial multiplicative weight perturbations, as 
opposed to its predecessor Sharpness-aware Minimization (SAM)2 which optimizes 
DNNs under adversarial additive weight perturbations.
➔ This explains why ASAM leads to better corruption robustness than SAM, as shown 
in our experiment results. However, each iteration of ASAM and SAM takes twice as 
long as that of DAMP.



Experiment results: ResNet50 / ImageNet
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Experiment results: ViT / ImageNet / Basic Augmentations
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Experiment results: ViT / ImageNet / Advanced Augmentations
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Conclusion
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• Multiplicative weight perturbations (MWPs) improve robustness of DNNs to a 
wide range of input corruptions.

• We thus introduce DAMP, a simple algorithm which perturbs weights using 
Gaussian MWPs during training while having the same cost as standard SGD.

• We also show that ASAM can be viewed as optimizing DNNs under adversarial 
MWPs.

• Our experiments show that DAMP improves corruption robustness of different 
architectures (ResNet, ViT), and can be combined with modern augmentations 
(MixUp, RandAugment) to further boost robustness.

• As DAMP is domain-agnostic, one future direction is to investigate its 
effectiveness in other domains (NLP, RL).



For more information, visit the website:
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https://trungtrinh44.github.io/DAMP/

https://trungtrinh44.github.io/DAMP/
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