
Weilin Lin1, Li Liu1*, Shaokui Wei2, Jianze Li3,4,2, Hui Xiong1

1The Hong Kong University of Science and Technology (Guangzhou)
2The Chinese University of Hong Kong, Shenzhen
3Shenzhen International Center for Industrial and Applied Mathematics
4Shenzhen Research Institute of Big Data

Unveiling and Mitigating Backdoor Vulnerabilities 
based on Unlearning Weight Changes and 
Backdoor Activeness



- Background

- Observations

- Framework

- Experiment

- Conclusion

Outline



Background

Backdoor Attack

Li Y, Jiang Y, Li Z, et al. Backdoor learning: A survey[J]. IEEE Transactions on Neural Networks and Learning Systems, 2022, 35(1): 5-22.

Backdoor Defense
- Post-training Defense

Defense

Goal: 

1. Maintain clean functionality.

• Inputs without trigger. → Correct label.

• High clean accuracy (ACC).

2. Eliminate backdoored effect.
• Inputs with trigger. X→ Target label.

• Low attack success rate (ASR).

*Backdoored Model == Infected DNN 



Background

Unlearning for the Backdoored Model

Model Unlearning

- Clean Unlearning
- Unlearn on clean dataset.

- Accessible for defender.

- ACC↓, ASR≈

- Poison Unlearning
- Unlearn on poison dataset.
- Inaccessible for defender.

- ACC≈, ASR↓

Clean 

Unlearning

*ASR: Attack Success Rate



Observations

• [Unlearning Weight Changes] Observation 1 inspires us to zero out the high-NWC neuron 

weights for backdoor mitigation.

• [Backdoor Activeness] Observation 2 inspires us to suppress the gradient norm during the 

learning process if we want to recover it to a clean model.



Framework

Two-Stage Backdoor Defense (TSBD)

• Stage 1: to mitigate the backdoor effect with acceptable clean-accuracy sacrificed.

• Stage 2: to repair the reinitialized model and avoid recovering the backdoor effect again.



Experiment

Main Results

• TSBD performs the state-of-the-art (SOTA) on average.

• Promising ACC (91.70%); Best ASR (2.18%) and DER (97.09%)

Defense Effectiveness Rating:



Conclusion

• Provide two novel insights.
• The first to uncover the strong positive relationship between neuron weight 

changes in clean unlearning and poison unlearning.
• Reveal the high backdoor activeness in the backdoored model during the learning 

process.

• TSBD is a promising defense method.
• Considering both backdoor mitigation and clean-accuracy recovery.

• SOTA performance on average.
• Highest DER, balancing well in ACC and ASR.
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