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Worst Prompt Performance

• What is it?

• the lowest performance a model exhibits across different paraphrases of a prompt with 

equal semantics and fluency.

Write a daily exercise routine for Monday to 
Sunday with a rest day in between, each 
day summarized in 160 characters or less.

Compose a weekly exercise schedule from 
Monday through Sunday, including a day of 
rest, with each day's activity described in 
no more than 160 characters.

Formulate a seven-day workout plan with 
an interspersed rest day, encapsulated 
within 160 characters for each day.

Develop a weeklong exercise guild, 
guaranteeing a day for relaxation, with 
every day's agenda encapsulated in a 160-
character limit.
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Worst Prompt Performance

• Why is it important?

• LLMs are sensitive to the prompts they receive.

• However, prompt engineering is not always feasible.

Despite providing instructions (other paraphrases are omitted for brevity) with the same semantics, the output from 
Llama2-7b-chat is completely contradictory. There are numerous inaccurate expressions (highlighted in red) in the 
underperforming response.

Prompt engineering is usually required. 

Improving the “lower bound”.



Novelty

• Difference to prior works on prompt robustness

• Previous research mainly focuses on task-level instructions. 

• Our work:  real-world (case-level) user queries.

An example illustrating the gap between existing benchmarks that evaluate prompt consistency and real user queries.



Benchmark Introduction

We present RobustAlpacaEval, a novel benchmark designed to evaluate large language models on 

semantically equivalent queries across real-world tasks.

• Data

We develop RobustAlpacaEval by creating ten paraphrases for each query within TinyAlpacaEval. 

This is first accomplished automatically through GPT4. Subsequently, each paraphrase is 

manually reviewed and revised to ensure semantic integrity and human-like fluency.

• Metric

• We use weighted win-rate as our performance metric, where we employ the gpt4_turbo 

model as the evaluator and the reference model. 

• We term the model’s performance on the original prompt as original performance. We also 

report the worst, best, average performances across all paraphrases as well as the standard 

deviation. We average these results across all cases in RobustAlpacaEval.



Exploring Performance Dynamics 

• Key Findings

• Performance Variability: Evidenced by considerable standard deviation in model performance 

across different paraphrases, this variability persists regardless of model scaling.

• Performance Gap: Significant disparity exists between the worst (lower bound) and best 

(upper bound) performances across all models.

• Assessment Limitations: Conventional assessments (Orig. Perf.) only provide a narrow 

perspective on a model's comprehensive capabilities.



Unveiling the Difficulties in Identifying the Worst Prompt

• (Left) The overlap rates across all models are nearly zero, which highlights significant variability in 

their performance. Even within model families, the overlap is only slightly higher when k=1 and k=2, 

suggesting that the worst prompts are often specific to each model.

• (Right) We classify a case as a sensitive case iff the model’s performance range exceeds a 

threshold. The IoU drops below 0.2 across all models, indicating a scarcity of model-agnostic traits.

Model-Agnostic Analysis



Unveiling the Difficulties in Identifying the Worst Prompt

• The low consistency across all models underscores the difficulty in defining a model-agnostic 

standard for "good" and "bad" prompts.

Model-Agnostic Analysis

We utilize Kendall’s to measure whether the rankings among different models are consistent, and report the average 
value of Kendall’s W across all cases. We also calculate the proportion of cases with different levels of consistency.

Take-away: These experiments demonstrate that it is unlikely to characterize the worst prompts 

using model-independent features. 



Unveiling the Difficulties in Identifying the Worst Prompt

Model-dependent Analysis

Distribution of Pearson correlation coefficients between model performance and prompt perplexity (left) and 
prompt’s Min-K% Prob (right) for Llama-family models across all cases.

Distribution of Pearson correlation coefficients between model performance and prompt perplexity (left) and 
prompt’s Min-K% Prob (right) for Gemma-family models and Mistral-7B across all cases.



Unveiling the Difficulties in Identifying the Worst Prompt

Model-dependent Analysis

(Left) Visualization of Llama-2-7B-chat model’s hidden states using 2-dimensional PCA. The color gradient, from 
light to dark, represents the ranking of model performance on each case’s 11 prompts, from low to high. 
(Right) Probing Llama-2-7B-chat model’s hidden states for prompt scoring.The x-axis stands for training steps. The 
y-axis represents the accuracy of the model’s predictions,quantified as the proportion of correctly judged prompt 
pairs out of all test pairs.



Unveiling the Difficulties in Identifying the Worst Prompt

Model-dependent Analysis

Take-away: Our explorations over prompt perplexity, Min-k% Prob, hidden states, and model 
preference show that it is very challenging to identify the worst prompt in advance even with the 
access to the model. 

We evaluate the model’s ability to perceive the quality of prompts with all paraphrase pairs (All 
Pairs) or best and worst prompt pairs (Worst-Best). We report the proportion of times the model 
prefers the prompt that leads to its better performance



Improving Worst Prompt Performance

• Self-refinement: let the model 

rewrite the prompt.

• Voting: perform voting-based 

generation based on all prompts.

• Distillation: encourage the 

model’s predictions for various 

paraphrases to converge.

Take-away: Our results thoroughly examine existing efforts in reducing model sensitivity to prompt 
variations and clearly delineate their limitations.



Summary

The contributions of our work can be summarized as follows:

• Pioneering a Shift in Approach: We introduce the novel shift from task-level instructions to 

case-level queries, capitalizing on the concept of worst prompt performance.

• Benchmark Development: Our benchmark serves as a general testing tool for researchers to 

assess a model's capability to deliver stable responses to real-world users prior to deploying 

large language models.

• Highlighting Challenges: Through comprehensive experiments, we underscore the significant 

challenge of identifying the worst prompts and enhancing their performance in realistic 

scenarios.


