
You Only Look Around: Learning Illumination Invariant Feature 
for Low-light Object Detection

Mingbo Hong1, Shen Cheng1, Haibin Huang2, Haoqiang Fan1, 
Shuaicheng Liu3, 

1Megvii Technology  2 Kuaishou Technology 3University of Electronic Science and Technology 
of China

https://github.com/MingboHong/YOLA

https://github.com/MingboHong/YOLA


③  𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀𝑟𝑟𝑟𝑟

④ Illumination assumption

⑤ Simplified equation
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Motivation:
Leveraged illumination-invariant features to 
mitigate the effect of illumination.

How to acquire :
① Based on Dichromatic Reflection Model:

② Cross color ratio

𝑛𝑛𝑝𝑝𝑖𝑖 : Surface normal             𝑙𝑙𝑝𝑝𝑖𝑖 : Light direction
𝑒𝑒𝐶𝐶𝑝𝑝𝑖𝑖: Spectral power distribution of the illuminant
𝜌𝜌𝐶𝐶𝑝𝑝𝑖𝑖: Intrinsic property of the object

Preserved term
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演示文稿备注
Next, I'd like to introduce my paper in NeurIPS 2024. You Only Look Around: Learning Illumination Invariant Feature for Low-light Object DetectionIn this paper, we propose a novel framework to detect objects under low-light conditions.Our motivation is that since the lighting condition may affect the detection performance, we can leverage illumination-invariant features to mitigate the effect of illumination.Based on Dichromatic Reflection Model. Pixels in the image can be described as this equation.  M is interaction function of surface normal and light direction, E is Spectral power distribution of the illuminant. P is the most important term, because it represents the intrinsic property of the object, which means that it will not be changed by external factors.In this way, our goal is to eliminate the illumination-related terms. Thus, we can employ the Cross color ratio. R and B represents the red and blue color channel. By imposing a log to Mrb. We can get the following equation.From this equation, we can observe that the cross channel subtraction can eliminate the m term. Furthermore, since neighbouring pixels are very close to each other，we can assume their share the same illumination conditions. Thus, we found that the same channel subtraction can eliminate the Spectral power distribution of the illuminant term. Finally，we can get a pure  illumination-invariant 
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Cross color ratio

Convolution operation

𝑀𝑀𝑟𝑟𝑟𝑟 =
0 1 0
1 0 −1
0 −1 0

⊛ 𝐼𝐼𝑟𝑟 −
0 1 0
1 0 −1
0 −1 0

⊛ 𝐼𝐼𝑟𝑟

Subtraction
• Same channel: Eliminate the illumination term
• Cross-channel : Eliminate surface normal and light direction terms

Presenter Notes
演示文稿备注
We can use a Convolution operation to implement this process, such as this example. By observing this formulation and this convolution kernel, we can find that as long as the weights within the kernel satisfy the zero-means constraint. We can eliminate the illumination term. Futhermore, We can Eliminate the m term by subtracting the same position pixel across different channels.
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Cross color ratio

Convolution operation

𝑀𝑀𝑟𝑟𝑟𝑟 =
0 1 0
1 0 −1
0 −1 0

⊛ 𝐼𝐼𝑟𝑟 −
0 1 0
1 0 −1
0 −1 0

⊛ 𝐼𝐼𝑟𝑟

Subtraction
• Same channel: Eliminate the illumination term
• Cross-channel : Eliminate surface normal and light direction terms

Why learnable kernel:
Produce task-specific illumination invariant features

for downstream tasks.

How to build a learnable kernel

s.t. (Zero mean constraint)
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So, We can extend this fixed form into a learning form straightforward, producing task-specific illumination invariant features for downstream tasks as long as we can impose a zero mean constraint on the kernel weights.
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Pipeline

Only Need 0.008M
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Here, I'd like to introduce our framework.  We impose a zero mean constraint on a convolution layer, we called it IIM. The features of the original image as well as the features of the IIm are consumed by a FuseConv to the subsequent detector. It only need extra 0.008 M parameters. Quiet lightweight.
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Uneven lighting Condition:

Illumination Invariant Loss

II Loss is proposed to encourage consistency of outputs from IIM across 
images with different illuminations, preventing trivial solutions within 
the kernel implicitly.

Visualization of performing 3 × 3 mean 
filtering on the kernel weights

local means ⟶ 0
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Besides, under uneven lighting Condition. Our assumption may not hold true. Especially the example shown in this figure (a). These two pixels are spatially far away. Thus we introduce an Illumination Invariant Loss to relieve this challenge. In scenes with significant lighting variations, II Loss encourages Illumination removal to happen at neighbouring pixel locations.
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We evaluate our method on several detectors, and has been proved its effectiveness. We also evaluate our YOLA on MSCOCO dataset. It is general object detection dataset. It also prove our method‘s effectiveness
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We visualize and compare the fixed kernel and learnable kernel as shown in Fig. 4. The features yielded by fixed kernels appear relatively uniform, primarily consisting of simple edge features. In contrast, learnable kernels extract more diverse patterns, resulting in visually richer and more informative representations.
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 We introduce YOLA, a novel framework for object detection in low-light conditions by  
leveraging illumination-invariant features.

 We design a novel Illumination-Invariant Module to extract illumination-invariant features without 
requiring additional paired datasets, and can be seamlessly integrated into existing object 
detection methods.

 We provide an in-depth analysis of the extracted illumination-invariant paradigm and propose a 
learning illumination-invariant paradigm.

 Our experiments show YOLA can significantly improve the detection accuracy of existing 
methods when dealing with low-light images.
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