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What is alignment?



Alignment Increase Hallucinations

Figure 4 - Training language models to follow instructions with human feedback, Ouyang et al, 2022



Alignment Hurts Small Language Models

Figure 3 - Training a Helpful and Harmless Assistant with Reinforcement Learning from Human Feedback, Bai et al, 2022



What is the alternative?



Inference Time Alignment



Inference Time Alignment with Direct Preference Heads



Direct Preference Heads

- Aggregation Function
- selects hidden representations from the language model
- combines them to produce a single vector (one per seq) or sequence of vectors (one per tok)
- may be learnable or parameter free

 

- Pooling Function
- transforms the aggregated representations to produce a final representation vector of size d
- may be learnable or parameter free

 

- Reward Head
- learnable d×1 projection

 
 

- Loss Function
- pairwise loss, similar to DPO or ORPO



DPH Aggregation Function



DPH Pooling Function



DPH Loss Functions

Positive BCE with label smoothing Negative BCE with label smoothing

Reward margin Label smoothing



Evaluation

- GPT4All – Primary
- commonsense reasoning
- representative of model alignment across 

- GLUE – Secondary
- natural language understanding
- tests for alignment degradation in classification tasks

- RACE – Secondary
- reading comprehension
- tests for alignment degradation in multiple-choice QA tasks



Results - Commonsense Reasoning



Results - Reading Comprehension



Results - Natural Language Understanding



Results - Pooling Function and Loss Objective Ablations



Where to next?



That's a wrap

Current Repo - github.com/Avelina9X/direct-preference-heads
Hugging Face - hf.co/collections/Avelina/direct-preference-heads-preprint-6612d8a6fa3843352943fd43

Nightly Repo - github.com/Avelina9X/memory-transformer-pt4/tree/new_pooler

Contact me - lhk3@st-andrews.ac.uk | avelina@avelina.io 
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