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Motivation

• Dominant Approach in Existing Spoken Dialog Models: “Cascaded”

– Combining ASR, Text-based Chatbot, TTS → paralinguistic information in user’s speech is lost

• We propose the Unified Spoken Dialog Model (USDM), an end-to-end spoken dialog model 

that is paralinguistic-aware.

Automatic Speech Recognition (ASR) LLM-based Chatbot Text-to-Speech (TTS) 
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Overview of USDM

• Constructing USDM follows these three steps:

1. Pre-training the LLM (we used the pre-trained Mistral-7B-v0.11)

2. Further Training to expand the LLM for speech modality

3. Supervised Fine-tuning for Downstream Tasks (in our work, Spoken Dialog Modeling)
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USDM – Speech Tokenization

• Compressing speech along the time axis and converting it into a discrete token sequence.

– Observation: speech tokens used in SeamlessM4T2 contain pronunciation and non-verbal cues.

• A 50Hz token with |V| = 10k (k-means clustering to the intermediate representations of XLS-R3)

Pitch Contour
Token Classifier Accuracy Token Classifier Accuracy for 

Various Classes Related to Non-Verbal Cues

10 399 1022 320 5 …

Speech (16kHz ~ 96kHz) Speech Token (12.5Hz ~ 75Hz)
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USDM – Unified Speech-Text Pre-training

• To extend a pre-trained LLM to speech modality, we propose an interleaved sequence 

processing method that contains various relationships between the two modalities.

We propose a speech-text sequence 
generation method that captures various 

relationships with two key relations: 
correspondence and continuation.
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USDM – Supervised Fine-tuning on Spoken Dialog & Speech Reconstruction

• Following previous studies4, we model spoken responses indirectly through text to leverage 

the text capabilities of the pre-trained LLM.

• The generated speech tokens are converted back to audio using a Voicebox-based5 token-

to-speech reconstruction model.

• Leveraging the pronunciation and non-verbal cues in the speech tokens for reconstruction.

• Given reference speech, it additionally utilizes timbre information for personalized reconstruction.
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Results (1)

• Comparison with previous spoken dialog models
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Results (2)

• Ablation studies for pre-training & supervised fine-tuning 

Pre-training

Fine-tuning
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Conclusion

• USDM is a spoken dialog model that considers not only content but also non-verbal elements.

• The proposed cross-modal pre-training proved effective for spoken dialog and serves as a foun

dational model capable of handling various tasks through fine-tuning with diverse data and te

mplates tailored to specific contexts.

Project Page Paper Code & Checkpoints
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