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How to Continually Adapt Text-to-Image Diffusion Models for Flexible Customization? 

Concept-Incremental Diffusion: Continually synthesize a series of new personalized concepts

from user’s own lives (i.e., pets, objects, style photos and human photos).

Versatile concept customization: Consecutively synthesize a sequence of new personalized

concepts for versatile customization (e.g., multi-concept generation, style transfer and image

editing).

 Background
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Retain all lora weights associated with old concepts and then merge them, which may 

experience significant loss of individual attributes (i.e., catastrophic forgetting) for versatile 

customization.

Current methods heavily suffer from concept neglect when users may wish to control the 

contexts and objects associated with multiple concepts in synthesized images.

 Motivation
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Contributions: 
 Develop a novel Concept-Incremental text-to-image Diffusion Model (CIDM) to learn new personalized concepts

continuously for versatile concept customization.

 Devise a concept consolidation loss and an elastic weight aggregation module to mitigate the catastrophic forgetting.

 Develop a context-controllable synthesis strategy to tackle the concept neglect.
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Tackle catastrophic forgetting: Concept consolidation loss and elastic weight aggregation

1. In the g-th task, we devise an orthogonal subspace 

regularizer to constrain the low-rank weights of different 

customization tasks:
LoRA weights 

of l-th layers

We perform the orthogonal subspace regularizer on the

low-rank concept subspaces of different tasks:

2. After leraning g tasks, we develop an elastic weight 

aggregation(EWA) module to adaptively merge them for 

versatile concept customization:

Layer-wise concept 

embeddings

Layer-wise text 

embeddings
All learned lora 

weights
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Tackle concept neglect : Context-controllable synthesis strategy 

1. Perform layer-wise regional cross-attention between textual 

embedding and latent feature for i-th region:

2. we aggregate U regional noise estimations to further address concept 

neglect. 

Current methods suffer catastrophic neglect when generating images 

of multi-concepts. 

Region mask

Forward noise 

estimations



 Experiments： Concept-incremental settings
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Single-concept: Multi-concept:

Datasets:
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 Experiments： Concept-incremental settings

Qualitative Comparisons:

Achieve 2.0%~8.0% improvement



Thanks for your attention!

Code Link:  https://github.com/JiahuaDong/CIFC

Email:   dongjiahua1995@gmail.com
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